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Abstract

The classic active contour model raises a great promis-
ing solution to polygon-based object extraction with the
progress of deep learning recently. Inspired by the physical
vibration theory, we propose a contour vibration network
(CVNet) for automatic building boundary delineation. Dif-
ferent from the previous contour models, the CVNet orig-
inally roots in the force and motion principle of contour
string. Through the infinitesimal analysis and Newton’s
second law, we derive the spatial-temporal contour vibra-
tion model of object shapes, which is mathematically re-
duced to second-order differential equation. To concretize
the dynamic model, we transform the vibration model into
the space of image features, and reparameterize the equa-
tion coefficients as the learnable state from feature domain.
The contour changes are finally evolved in a progressive
mode through the computation of contour vibration equa-
tion. Both the polygon contour evolution and the model
optimization are modulated to form a close-looping end-to-
end network. Comprehensive experiments on three datasets
demonstrate the effectiveness and superiority of our CVNet
over other baselines and state-of-the-art methods for the
polygon-based building extraction. The code is available
at https://github.com/xzq-njust/CVNet.

1. Introduction

Automatic building footprint extraction plays an impor-
tant role in various higher level geographic and environ-
mental applications, such as disaster assessment and rescu-
ing [21], 3D-city modeling [13, 23], urban changing detec-
tion [27], earth observation and cartography [25] and so on.
Most advanced object extraction methods [11, 26] fall into
the category of pixel-wise segmentation, especially when
CNNs have become the cornerstone in the pixel-wise image
segmentation. Although the pixel-wise building extraction
methods [11,26] generally perform well, most of them often
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lead to either big inadvertent fusion of adjacent instances or
small scattered islands. Moreover, building borders are dif-
ficult to delineate with precise structures, and usually com-
plex post-processing would be adopted to generate smooth
shapes. At the same time, the segmentation methods store
their results as raster data, which would result into high-
memory requirement and lack the flexibility of distortion
and zooming.

Instead, active contour model has the ability to address
the aforementioned problems. Give an initialized polygon,
a snake [12] would gradually converge to object boundary
under the driven of both internal and external energies. To
address the initialization and poor convergence to bound-
ary concavities, Gradient Vector Flow [29] introduces a
new external force for active contours, which can analyze
it from a view of force balance though depending on en-
ergy functional. To boost the accuracy of building contour
detection, recently, the modern CNN-based architectures
have also been deployed to extract feature representation
of building in [7, 19]. In particular, DSAC [19] integrate
the powerful learning network with active contour model,
which largely improves border delineation compared to the
pixel-wise segmentation. Although a set of priors such as
boundary continuity and smoothness may be adopted, self-
intersections occur yet because minimizing energy cannot
take the sequence of points into account. To overcome self-
intersection, DARNet [7] takes polar coordinates to rep-
resent active contours, and deforms the contour points to
the intersection of boundary and rays in the certain direc-
tion. In recent work [9], the authors proposed TDAC based
on Level-Set model which estimates contours by pixel-wise
prediction like image segmentation. ACDRNet [8] belongs
to a general data-driven method that only considers the fi-
nal goal of contours matching by directly optimize the final
object contours and their masks. In contrast to the pixel-
wise segmentation, these contour-based methods usually
perform better in detecting various building contours, but
they are limited in the energy principle of the active con-
tour model itself [7, 9, 19], and yet the theory/principle of
contour modeling is an open question.
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In a new perspective of physical vibration theory, we
propose a novel contour vibration network (CVNet) to deal
with automatic building boundary delineation. Intuitively,
the evolution of object contour is just like the shape vibra-
tion (from an initial state to a terminal equilibrium state)
of an elastic string (or rubber band) under some forces.
The shape evolution could be modeled with physical mo-
tion equation, and the observed texture (or feature) patterns
implicitly act one force to push or pull shape points. This
case well matches the physical vibration theory, thus we in-
troduce and adapt it to active contour model.

Different from the previous contour-based methods [7–
9, 19], the work principle of CVNet conforms to Newton’s
second law of motion according to the force analysis of an
infinitesimal string. Based on the force and motion princi-
ple of string vibration, the motion of contour is connected
to internal/external forces of string, which are driven by the
characteristics of image/object itself. By performing the in-
finitesimal analysis on the contour string, we build a spatial-
temporal contour vibration model, which is mathematically
reduced to second-order differential equation. Further, we
concretize the vibration model in the space of image fea-
tures, and take the reparameterizing trick of the equation co-
efficients. Thus the contour vibration equation is dynamic
with parameterized coefficients to be learnt from the cur-
rent contour state. The contour changes are finally evolved
in a progressive mode through a recursive computation on
contour vibration equation. Both the polygon contour evo-
lution and the model learning are encapsulated into an end-
to-end close-looping network framework. To verify the pro-
posed method, we conduct extensive experiments on three
building extraction datasets, including Vaihingen [20], Bing
Huts [19] and our built large-scale Inria-building dataset.
The experiments validate the feasibility that takes physical
vibration theory for contour extraction, and the experiment
results also demonstrate that our CVNet is effective and can
achieve the state-of-the-art performance for the polygon-
based building contour extraction.

In summary, our main contributions are three folds: i)
propose a novel parametric-based ACM, named contour vi-
bration model, inspired by the spirit of string vibration the-
ory in physics; ii) design contour vibration network to dy-
namically evolve shapes based on mechanical equations of
motion; iii) experimentally validate the feasibility and ef-
fectiveness in the polygon building contour extraction.

2. Related Work
Contour-based methods: With the development of

deep learning and the accessibility of vast training data,
the ideas based on contours were employed to treat the ob-
ject segmentation problem, and an end-to-end network was
optimized to predict the polygons which outline the ob-
ject instances. For example, Castrejon et al. [3] proposed

a Polygon-RNN to sequentially produce the polygonal an-
notation of the object inside the box. Polygon-RNN++ [1]
was then proposed to accurately annotate high-resolution
objects in images by employing reinforcement learning and
Graph Neural Network. An end-to-end Curve-GCN frame-
work [16] was also proposed to simultaneously predict all
vertices using a Graph Convolutional Network. Above-
mentioned works could be categorized as data-driven meth-
ods. Differently, Active Contour Models(ACMs) are usu-
ally built on forces or energies, which mainly fall into
two classes: parametric based [7, 12, 19, 29] and geometric
based [4, 9]. The parametric based snakes [12], which were
first proposed to localize the boundaries of objects in 1988,
could explicitly move predefined snake points by minimiz-
ing an energy. An external force for active contours [29],
named gradient vector flow (GVF), was then proposed to
address the initialization and poor convergence to object
boundaries. The geometric based method [4] proposed a
model to detect objects by evolving the implicit function.

Building extraction: Object extraction from the aerial
imagery has gradually become a significant research topic
in the field of remote sensing and computer vision [2, 7,
14, 15, 28]. For example, a graph-cycle based object lo-
calization algorithm [24] was proposed to the polygonal
object detection, where an efficient graph-partition search
algorithm was defined by using the cyclomatic number
and these object contours were extracted by preserving
these nodes and edges with a high weight. As in [26],
the building contour extraction task can be addressed with
these classic semantic segmentation networks [5, 6, 17].
Kaiser et al. [11] adapted a CNN framework for seman-
tic segmentation of building and road in aerial images
which showed that weakly labeled training data signifi-
cantly improved the segmentation performance. By em-
ploying ACMs, DSAC framework [19] integrated priors and
constraints (e.g., continuous boundaries, smooth edges, and
sharp corners) into the process of building instance seg-
mentation. Instead of parameterizing the contour using Eu-
clidean coordinates, Cheng et al. [7] adopted polar coordi-
nates to evolve a polygon-based contour of building, and
then proposed DARNet for automatic building segmenta-
tion in an end-to-end fashion. In order to integrate the ad-
vantages of CNNs and ACMs, Hatamizadeh et al. [9] pro-
posed trainable deep active contours to deal with the auto-
mated segmentation of buildings in remote sensing imagery.
Gur et al. [8] proposed an ACDRNet to shift a contour based
on a 2-channel displacement field, which was optimized by
employing both the polygon shape and the segmentation
mask. Different from these previous active contours, we
start from the physical vibration theory to drive the spatial-
temporal contour vibration model of object/building shapes,
which should be the first time to our knowledge in the ob-
ject/building boundary extraction problem.
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Figure 1. Infinitesimal analysis of contour vibration.

3. Methods

In this section, the writting organization takes a gradual
way. We first introduce the basic physical principle behind
the method and then build the string vibration model for
the building contour extraction, finally derive the contour
evolution process.

3.1. Contour Vibration Principle

In the most learning-based algorithms of contour detec-
tion, object contours are usually modeled in a gradual string
evolution process, and finally reach an optimal/approximate
stable state. As an intrinsic revelation in physics, the con-
tour evolution falls into the theory category of wave equa-
tion, analogical to many real-world physical phenomenons,
such as vibration strings, water waves, sound waves, and
so on. In order to better understand and derive the con-
tour evolution process, we exploit the infinitesimal method
to analyze the string vibration principle of a small arc, as
shown in Fig. 1.

In the figure, the horizontal x-axis denotes the positions
of contour string, and the vertical axis u(x, t) represents the
displacement from equilibrium state (also real contour) at
time t. Since the string is soft, tight and uniform, we may
think internal tensions of any positions are equal numeri-
cally in their magnitudes. Now we dissect the force situa-
tion of an infinitesimal ∆s at the position x. The infinites-
imal ∆s is not only affected by the internal tension, but
also suffers from an additional pulling or resistance force
F (w.r.t positive or negative values). The internal tension
contains two parts, the left-direction tension T1 and right-
direction tension T2, which have the same magnitude but
different directions, i.e., T1 = T2 = T . Note the two ten-
sions are corresponding to tangent vectors of the string. The
external force comes from additional driving or resisting
strength. Given a total external force F , the infinitesimal
has the force F (x, t)∆x at the position x and the time t.

According to the Newton’s second law, we can obtain the
equation of motion for the infinitesimal ∆s in the direction

u:

T2 sinα2 − T1 sinα1 + F∆x = m
∂2u

∂t2
, (1)

where α1, α2 are the angles between tangent vectors (at the
ends of ∆s) and x-axis, m is the mass of the string ∆s, and
∂2u
∂t2 denotes the acceleration of the string vibration. Sup-
pose the density of string is ρ, then we have m = ρ∆x. As
string vibration is usually small, i.e., α1, α2 → 0, we can
make the following approximation,

sinα1 ≈ tanα1 =
∂u

∂x

∣∣∣∣
x

, (2)

sinα2 ≈ tanα2 =
∂u

∂x

∣∣∣∣
x+∆x

. (3)

The external force may come from driving or resisting
strength. Here we take the resistance force to analyze the
string vibration. Obviously, when the resistance force is
negative, it may be viewed as pulling force. According to
the physical law, the resistance force is proportional to the
velocity of the object, formally,

F (x, t)
.
= −k∂u

∂t
, (4)

where k is the damping factor, and the minus sign indicates
an opposite direction. The additional force depends on the
motion situation of the string. The higher the speed, the
larger the resistance force. It means that we expect to sup-
press the situation that the contour vibrates dramatically,
which would lead to the learning smoothness. According
to Eqns. (2), (3) and (4), we can rewrite Eqn. (1) as follows,

ρ
∂2u

∂t2
∆x = T (sinα2 − sinα1) + F∆x

= T (tanα2 − tanα1) + F∆x

= T

(
∂u

∂x

∣∣∣∣
x+∆x

− ∂u

∂x

∣∣∣∣
x

)
+ F∆x

= T∆

(
∂u

∂x

)
+ F∆x

= T
∆
(
∂u
∂x

)
∆x

∆x+ F∆x

≈ T ∂
2u

∂x2
∆x+ F∆x

= T
∂2u

∂x2
∆x− k∂u

∂t
∆x.

(5)

In the above calculation of Eqn. (5), we use the differen-
tial definition, ∂

2u
∂x2 |x = lim

∆x→0

∂u
∂x |x+∆x− ∂u

∂x |x
∆x . Eliminating

the common term ∆x, we can obtain the string vibration
equation as

∂2u

∂t2
− a2 ∂

2u

∂x2
+ 2b

∂u

∂t
= 0, (6)
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where a =
√
T/ρ, 2b = k/ρ. In the above equation, a, b

are the meaningful physical parameters. In other words, the
parameters depend on the concrete physical systems if we
generalize the vibration equation in Eqn. (6) to a universal
case, as described in the following section.

3.2. Contour Vibration Model

The vibration equation in Eqn. (6) basically describes
the vibration rule of shape contours. The crucial prob-
lem is to determine the proper parameters {a, b}, which
should be derived from the dependent system. To ad-
dress this problem, we reparameterize the physical parame-
ters {a, b} of contour vibration equation as {α(x), β(x)}1,
which changes dynamically with the input state x. Thus,
the dynamic model could be established as follows,

∂2u

∂t2
− α(x)

∂2u

∂x2
+ β(x)

∂u

∂t
= 0. (7)

It means that the contour vibration should comply with the
above equation rule. The aim is to learn those dynamic pa-
rameters. Once they are solved, we can infer the contour
evolution process. Below we concretize the above vibration
rule into the contour variation model of image.

Given an arbitrary vertex p on the contour boundary of
an image object, its position changes under the effects of the
internal and external forces as analyzed in Section 3.1. In
the image space, these forces may be understood as the role
of the observed features (e.g., convolution features), which
will pull or resist contour variations. We next introduce how
to concretize each term of the model in Eqn. (7) in the dis-
crete image space:

- Internal Term ∂2u
∂x2 : The second-order derivative term w.r.t

x is defined upon the internal tension as described in
Eqn. (1) and (5). In other words, the internal tension ex-
ists between contour points to perform the mutual con-
straint. The front coefficient α(x) controls the degree of
internal tension. In a discrete space, we define the internal
term ∂2u

∂x2 as
∂2u

∂x2

∣∣∣∣
p

.
= up+1 + up−1 − 2up, (8)

where p is one vertex of the contour.
- External term ∂u

∂t : The first-order derivation term w.r.t t
comes from the external force as described in Eqn. (4),
which makes the contour curve vibrate in the temporal
space. The coefficient β(x) encodes the expansion or re-
sistance force when taking positive or negative values.
Accordingly, we define the discrete numerical operation
as

∂u

∂t

.
=
ut − ut−1

∆t
. (9)

1In the following section, we often omit x and directly use α, β due to
the clear context.

- Accelerated speed term ∂2u
∂t2 : The second-order derivation

term w.r.t t comes from the motion equation in Eqn. (1),
which reflects the acceleration of contour changes. We
concretize the term as

∂2u

∂t2
.
=
ut+1 + ut−1 − 2ut

(∆t)2
. (10)

After substituting the terms of Eqn. (7) with the above
three discrete equations, we can obtain the final contour vi-
bration model,[
ut+1 + ut−1 − 2ut

(∆t)2

]
p

− [αp+1ut,p+1 + αp−1ut,p−1 − 2αput,p]

+ βp

[
ut − ut−1

∆t

]
p

= 0, (11)

where ut,p denotes the contour point information of vertex
p at the time t, and αp = [α(x)]p, βp = [β(x)]p with the
abbreviation. If we sample n points from the object contour
shape, each point p ∈ {1, 2, · · · , n} should conform to this
equation, where α(x), β(x) need to be learnt, e.g., using
neural network in Section 3.4.

3.3. Contour Evolution Computation

To detect the contour of object, we need to solve u in
the above contour vibration model of Eqn. (11). To this
end, below we derive the contour evolution process along
the time axis. For n sampling points, we denote the object
contour with a vector of n vertices, i.e.,

ut = [ut,1, ut,2, ..., ut,n]
>
, (12)

where > is the transpose of vector/matrix. We can rewrite
the above equation set, described in Eqn. (11) with p =
1, 2, · · ·n, as the matrix formula,

ut+1 + ut−1 − 2ut −Aut(∆t)
2 + b� (ut − ut−1)∆t = 0,

(13)

where b = [β1, β2, · · · , βn]> ∈ Rn, � denotes the
element-wise multiplication, and the matrix A ∈ Rn×n
takes the use way of Matlab as

A =


−2α1 α2 · · · αn
α1 −2α2 · · · 0
...

...
. . .

...
α1 · · · αn−1 −2αn

 ,
For Eqn. (13), we can derive the recursive formula as

ut+1 = 2ut − ut−1 + Aut(∆t)
2 − b� (ut − ut−1)∆t,

(14)

It indicates that the contour at the current moment t + 1
could be recursively computed from the states of the previ-
ous moments and the estimated parameters {α,β}.
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Figure 2. An illustration of CVNet. We use CNN to extract feature F and then derive vibration parameters {α,β} through two separate
network branches. According to the current contour ut, we can obtain the parameters of dynamic equation by indexing α,β maps. The
object contour is refined with the iterative evolution.

3.4. Contour Learning Network

Network Architecture: According to the above analy-
sis, we design an end-to-end network to fulfill contour evo-
lution ut and parameter learning {α,β}, as shown in Fig. 2.
Motivated by the powerful representation of CNN, we em-
ploy it to extract features from an input image. The feature
extraction network may be chosen from those conventional
convolutional networks. After encoding the input image,
we can obtain the convolution feature F, which is used for
the downstream contour learning.

We derive the vibration parameters {α,β} by feeding
the encoded feature F into two separate network-branches
(here using one convolutional layer), whose parameters are
denoted as θα, θβ respectively. In other word, given a vertex
p on the contour u, we can estimate αp = f(Fp, θα), βp =
f(Fp, θβ), where Fp is the feature of vertex p, f is the
convolutional network with parameter θ to be learnt. To
simplify the repetitive parameter estimation process, we can
produce an entire parameter map of {α,β}. According to
the current contour ut of object, we can directly index the
parameter α(ut),β(ut) by using the bilinear interpolation
operation. To better accelerate the evolution, a good initial
contour is required. Here we follow the same strategy [7] to
assign the initial object contour u0.

Based on the estimated vibration parameters {α,β} and
the previous contours (i.e., ut and ut−1), we can infer
the next contour ut+1 as defined in the formula (14), also
named contour evolution module in Fig. 2. Finally, the ob-
ject contour is refined with iterative evolution.

Learning and Inference: In order to match the esti-
mated polygon Ŝ with the ground truth polygon S, we use
the symmetric Chamfer Distance as the loss function. Both
Ŝ and S are the sets of coordinates of contour vertices, but
we are unclear about the ordering of contour vertices. The
previous methods (such as DARNet [7]) need an explicit or-
dering, such that anyone vertex moves in a fixed direction
and corresponds to the target position. To bypass the ex-
plicit matching process between two vertex sets Ŝ and S,
we use the Chamfer Distance loss, which is defined as fol-

lows,

ζ(Ŝ,S)
.
=
∑
û∈Ŝ

min
u∈S
‖û− u‖22 +

∑
u∈S

min
û∈Ŝ
‖u− û‖22 . (15)

When taking the batch process, we can accumulate the loss
of all samples during the training. Due to the advantage
of not caring about the order of points on the contour, the
Chamfer Distance loss can move the vertices to the target
boundaries as soon as possible. Furthermore, the symmetric
structure prevents multiple points on a polygon from con-
verging on the same point.

To train the model in an end-to-end manner and back-
propagate gradients to the α and β parameters, we take the
point coordinate as floating point number and make use of
bilinear interpolation to acquire the value of the map at a
point, as used in spatial transformer networks [10]. In the
test stage, we can follow the process as plotted in Fig. 2,
where the vibration parameters {α,β} rely on the input and
thus are updated dynamically with better flexibility.

3.5. Theoretical Analysis

The existing active contour models only seek for an ap-
propriate contour to minimize the energy functional, but do
not consider how contours change at the starting point. Our
method not only optimizes an equilibrium state of contour
evolution, but also models the dynamic motion of contours.
They could be demonstrated by Eqn.( 7) in our paper vs
Eqn.(4) in DARNet [7] or Eqn.(1) in DSAC [19] or Eqn.(3)
in TDAC [9]. Under a reasonable assumption of physical
motion rule, the shape space could be well-constrained with
some flexibility, which naturally reduces shape shifting dur-
ing contour evolution.

4. Experiments
4.1. Experimental setup

Datasets: To evaluate our proposed CVNet, we conduct
comprehensive experiments on two public aerial datasets
(namely Vaihingen [20], Bing Huts [19]), and one new
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Table 1. Comparison of building extraction performances on the Vaihingen and Bing Huts datasets.

Method Backbone
Vaihingen Bing Huts

mIoU WCov BoundF Dice Time(ms) mIoU WCov BoundF Dice Time(ms)

Pixel-level
segmentation

FCN ResNet 75.60 77.50 38.30 84.20 – 68.40 76.14 39.19 79.90 –
FCN UNet 78.60 81.80 40.20 87.40 – 64.90 75.70 41.27 77.20 –
FCN DSAC 81.00 81.40 64.60 – – 69.80 73.60 30.30 – –
FCN DARNet 87.20 86.80 76.80 – – 74.50 77.50 37.70 – –
ACDRNet – 90.33 90.62 78.75 94.81 – 75.53 76.12 36.81 85.44 –

Geometric
based ACM

TDAC-const λs – 83.79 82.70 73.21 91.18 – 73.02 74.21 48.25 84.53 –
TDAC – 89.16 90.54 78.12 94.26 – 80.39 81.05 53.50 89.12 –

Parametric
based ACM

DSAC – 71.10 70.76 36.44 – 102.96 38.74 44.61 37.16 – 68.78
DSAC DARNet 60.37 61.12 24.34 – – 57.23 63.09 15.98 – –
DARNet – 88.20 88.10 75.90 93.66 130.29 75.20 77.00 38.00 85.21 104.77
Ours DARNet 90.43 90.46 81.76 94.91 33.12 80.42 82.26 46.37 88.74 31.0

constructed Inria-building dataset. The Vaihingen build-
ing dataset [20] consists primarily of buildings in a German
city. The original images are 512 × 512 at a resolution of
9 cm/pixel. There are 168 buildings in total, which are di-
vided into 100/68 examples for training and testing, respec-
tively. All images contain centered buildings with a highly
complex environment, which makes the task challenging.
The Bing huts dataset [19] consists of huts located in a rural
area of Tanzania. There are 606 images in total with an orig-
inal size of 64 × 64 at a resolution of 30 cm/pixel. We use
335 samples to train the models and the remaining 271 sam-
ples as a test set. This dataset is more challenging due to the
lower spatial resolution and low contrast that are exhibited
in the images. As we cannot obtain the large-scale Toron-
tocity dataset for evaluating the effectiveness of our CVNet,
we construct a new large building extraction dataset, named
Inria-building, whose samples are cropped from Inria Aerial
Image Labeling Dataset [18]. The building images are with
a wide range of urban settlement appearances, from differ-
ent geographic locations. There are 18,952 building images
in total, which are with 128× 128 pixels at a spatial resolu-
tion of 0.3m. We divide data into train, validation and test
sets with the ratio of 6:2:2. The constructed Inria-building
dataset exhibits the following distinctive characteristics: (a)
a large number of image samples with high spatial resolu-
tion, (b) a wide range of urban settlement including 5 cities,
(c) many aerial images occluded by trees but labeled in the
ground-truth, (d) the positions of building objects are di-
verse, where the building objects may not locate in the cen-
ter of images. Compared to other aerial datasets for contour
extraction, Inria-building dataset is more diverse, compre-
hensive and challenging.

Implementation details: We use DRN network [30] to
encode the inputs, and then employ three transposed con-
volutional layers for learning the vibration parameters. We
train CVNet using stochastic gradient descent with a batch
size of 10 images, momentum of 0.3, and weight decay of
1e-5. The learning rate is initialized at 0.008 and divided by

Table 2. Comparison of building extraction performances on the
Inria-building dataset.

Method
Inria-building dataset

mIoU WCov BoundF Dice
DSAC 35.1 37.78 5.85 51.18
DARNet 65.83 60.45 33.04 77.21
Ours 77.61 75.63 42.20 86.73

2 every 50 epochs while 250 epochs in total. Throughout
the whole training process, we also implement data aug-
mentation including random flip, scale and rotation. We
discretize our building contour with 60 points, and set the
radius value of initialized contour as 20 pixels for Vaihingen
and 12 pixels for Bing Huts. Followed the same evaluation
metric in [9], we also utilize four different metrics, includ-
ing Dice, mean Intersection over Union (mIoU), Weighted
Coverage (WCov) [22] and Boundary F score (BoundF) [7].
All models in our experiment are trained and tested based
on the PyTorch platform on a single NVIDIA 2080Ti GPU.

4.2. Comparisons with state-of-the-arts

We compare our proposed CVNet with several state-of-
the-art building extraction approaches [7, 19] on Vaihingen
and Bing Huts datasets. Table 1 reports the performance of
our CVNet model and comparisons with these geometric-
/parametric-based ACMs and these pixel-level segmenta-
tion methods on overall metrics. The metric BoundF in-
dicates the similarity of geometrical shape between predic-
tion and ground-truth. Specifically, our CVNet can signif-
icantly outperform these baselines in terms of BoundF on
Vaihingen building dataset. The result of 3% higher than all
methods demonstrates that our model has a better boundary
quality. Correspondingly, metrics mIoU/WCov/Dice mea-
sure the overlap ratio of regions and our method achieves
state-of-the-art performances. In terms of mIoU score, we
outperform TDAC by 1.27% on Vaihingen and ACDRNet
by 4.89% on Bing Huts respectively. In conclusion, our
CVNet performs well not only at the region, but also at the
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ferent number of contour points.
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Figure 4. Performance comparisons with dif-
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Figure 5. The loss curves with different num-
ber of epochs.

boundary.
In principle, our method models second-order informa-

tion w.r.t time while DARNet actually models one-order
function w.r.t time. Hence, at the stage of contour evolu-
tion, our method needs less iterative times than DARNet for
well solutions. In experiment, we observe that 70 steps are
enough for our CVNet while DARNet performs 200-step
evolution for well convergence. To be more clear, we sum-
marize the speed comparisons between our CVNet, DSAC
and DARNet on the two datasets in Table 1, where the last
column refers to the inference time of a single image. Our
CVNet outperforms these classic DSAC and DARNet in
both speed and accuracy.

Table 2 further reports the performance comparisons be-
tween our CVNet model with other baselines (including
DSAC [19] and DARNet [7]) on our constructed Inria-
building dataset. We achieve the best performance on over-
all metrics. This indicates that our CVNet method performs
very well even on a large-scale challenging building extrac-
tion dataset in the remote sensing imagery.

4.3. Ablation study

Influence of different contour points: We explore the
building extraction performance of our CVNet method with
different number of contour points, and Fig. 3 shows the
detailed mIoU results on Vaihingen and Bing Huts datasets.
When the number of contour points increases, the perfor-
mances of our CVNet are significantly improved. When
we keep increasing the number after 60 contour points,
the building extraction results would be slightly deterio-
rated. The reason is that, the building object with less points
would has difficulty to regress its optimal contour, while the
building object with more points will add the complexity of
building extraction, which will weaken our model.

Influence of different contour evolutions: The build-
ing contour will be iteratively evolved/updated in our
CVNet framework. We report the building extraction per-
formances with different number of contour evolutions on
Vaihingen and Bing Huts datasets, as can be shown in
Fig. 4. The performances are increased as the number
of evolutions increases, while they are with a slow de-

scent with the CVNet learning process after 70 evolutions.
It demonstrates that the learned contour process from the
training samples can be optimized to improve the discrim-
inative capability of CVNet model, and gradually reach a
stable state of the building contour.

Stability analysis: For saving the computation cost, the
loss is computed after multiple iterations on contour evolu-
tion, and then the gradients can be back-propagated to opti-
mize network parameters. Fig. 5 shows the loss curves with
different number of epochs on the Vaihingen and Bing Huts
datasets. The losses are rapidly decreasing as the number
of epochs increases from the beginning to 5 epochs, while
with a slow descent later. After learning with a few epochs,
the CVNet would become more stable with the dynamical
update of the two parameters {α,β}, and then further im-
prove the performance of building contour extraction.

Qualitative discussion: We present the qualitative com-
parison of our CVNet against two state-of-the-art baselines
(i.e., DSAC [19], DARNet [7]) on the Vaihingen, Bing
Huts, and our built Inria-building datasets. As illustrated
in Fig. 6 (a)-(d), the existing DARNet and DSAC models
have difficulty coping with the topological changes of the
buildings and fail to appropriately capture sharp edges, but
our CVNet performs well when predicting the contours of
building objects in the aerial images even with the complex
background. This demonstrates that the CVNet model is
beneficial to predict the effective boundaries of building ob-
jects and generate more precise prediction in challenging
aerial images. For better understanding the dynamic pro-
cess of contour evolution, we also show the visual maps of
vibration parameters (i.e., α,β) in Fig. 6 (e) and Fig. 6 (f).
We further present the predicted results of building contours
with increasing the number of evolutions on the Vaihingen
dataset, as illustrated in Fig. 7. It clearly demonstrates the
effectiveness of our proposed CVNet to cope with the active
building contour learning problem.

5. Conclusion
In this work, we proposed a novel CVNet architecture for

automatic building extraction in the aerial imagery, which
is the first time to introduce the physical Vibrating String
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Figure 6. Comparative visualization of the labeled image and the predicted results of DSAC, DARNet, and our CVNet for the Vaihingen
(the top two rows), Bing Huts (the third row), and Inria-building (the below row) datasets.
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Figure 7. Visualization of the contour evolution process with different number of evolutions for the Vaihingen dataset.

Principle into the object extraction/segmentation task to our
knowledge. Given an input image, we extract deep feature
representations through a classic convolutional neural net-
work, which can be further utilized to iteratively guide the
prediction process of building contour. The contour changes
have been evolved in a progressive mode through the com-
putation of contour vibration equation. Both the polygon
contour evolution and the model optimization can be mod-
ulated to form a close-looping end-to-end network. Exten-
sive experimental results clearly demonstrated the effective-

ness of the proposed CVNet in the automatic building ex-
traction task.
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