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Figure 1. Our model, GIRAFFE HD, inherits all of GIRAFFE’s [38] 3D controllability—change in camera viewpoint, object translation,
scale, rotation, appearance, shape, and background—while generating higher quality, higher resolution images. Moreover, it achieves
better foreground-background disentanglement; e.g., when changing the car’s shape (fourth and fifth columns), notice how parts of the
road and building in the background change in the GIRAFFE images, whereas they remain constant in ours.

Abstract

3D-aware generative models have shown that the intro-
duction of 3D information can lead to more controllable
image generation. In particular, the current state-of-the-art
model GIRAFFE [38] can control each object’s rotation,
translation, scale, and scene camera pose without corre-
sponding supervision. However, GIRAFFE only operates
well when the image resolution is low. We propose GI-
RAFFE HD, a high-resolution 3D-aware generative model
that inherits all of GIRAFFE’s controllable features while
generating high-quality, high-resolution images (5122 res-
olution and above). The key idea is to leverage a style-
based neural renderer, and to independently generate the
foreground and background to force their disentanglement
while imposing consistency constraints to stitch them to-
gether to composite a coherent final image. We demonstrate
state-of-the-art 3D controllable high-resolution image gen-
eration on multiple natural image datasets.

1. Introduction

In image generation, two of the most important objec-
tives are image realism and controllability. Style-based
GANSs (i.e., StyleGAN [25] and its variants [24,27]) can
generate high-resolution, photorealistic images. However,
while their latent style code design provides a level of dis-

entanglement and controllability in 2D space (e.g., color
and shape changes), their lack of explicit 3D information
makes it difficult to impose 3D-level control over the gen-
erated image content. Meanwhile, the recent NeRF [35]
based GANSs [5, 38, 43] have shown that explicit modeling
of the scene in 3D space conditioned on camera pose can
enable effective 3D-level control. However, the computa-
tionally expensive nature of 3D representations has limited
current 3D-aware generative models from directly learning
and rendering images in high resolutions.

GIRAFFE [38] is the current state-of-the-art 3D-aware
generative model for both image realism and controllability.
It models the foreground and background as two separate
3D objects, uses volume rendering to render the combined
3D features into low-resolution 2D feature maps, and finally
uses a neural renderer to further render the feature maps
into higher resolution images. These design choices enable
GIRAFFE to change the background’s appearance indepen-
dent of the foreground, translate or rotate the foreground
object in 3D, and change the foreground object’s shape and
color. However, the neural renderer is specifically designed
to provide only spatially small refinements in order to avoid
entangling global scene properties and losing controllabil-
ity. Thus, it is significantly less powerful than style-based
renderers, and hence the highest image resolution that GI-
RAFFE can generate is 2562
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In this work, we propose a two-stage style-based 3D-
aware generative model that inherits all of GIRAFFE’s con-
trollability while generating high-quality, high-resolution
images (up to 10242 resolution); see Fig. 1. Our design
is motivated by three key observations when replacing GI-
RAFFE’s neural renderer with a style-based neural render
(based on StyleGAN2 [27]): 1) Using the style renderer
to upsample the volume-rendered low-res 2D feature maps
leads to high-quality, high-resolution image generations
while still preserving controllability over the foreground ob-
ject’s 3D properties (translation, rotation). However, due to
its high capacity, the style renderer 2) now gains full control
over color as well as some control over shape, and 3) entan-
gles and loses controllability over the foreground and back-
ground features (i.e., changing the foreground color/shape
also changes the background color/shape).

In order to regain controllability over the foreground and
background, we generate them independently using two dif-
ferent style-based renderers and combine them into a co-
herent image by imposing geometric and photometric com-
patibility constraints that eliminate inconceivable combi-
nations. Furthermore, to disentangle color and shape, we
exploit the well-known emergent properties of StyleGAN,
namely that the early layers control coarse shape, mid lay-
ers control fine-grained shape, and later layers control color.
Specifically, we inject the shape code into the 3D feature
generator as well as the early layers of the style renderer to
control shape, and the appearance code into the later layers
of the style renderer to control color.

Contributions. Our approach, GIRAFFE HD, preserves
the 3D controllability of GIRAFFE, including independent
control over foreground and background, while generating
much higher-resolution and higher-quality images (up to
10242 vs. GIRAFFE’s 2562). We validate our approach on
multiple natural image datasets (CompCar [5 1], FFHQ [26],
AFHQ Cat [12], CelebA-HQ [23], LSUN Church [52])
and demonstrate better foreground-background disentan-
glement and image realism compared to GIRAFFE in
higher resolution domains. Finally, we perform ablation
studies to justify the different design choices for our model.

2. Related Work

3D-aware image synthesis. In recent years, using im-
plicit neural representations to represent 3D scenes and
volume render into 2D images has shown great poten-
tial [9-11, 14,22, 34,42, 46]. For example, NeRF [35]
can effectively learn the 3D geometry using multiple im-
ages of a scene from different viewpoints and generate
new images from new viewpoints. NeRF-based 3D-aware
GANSs [5,6,38,43] condition the neural representations on
sample noise or appearance/shape codes to represent differ-
ent 3D scenes with a single network. This improvement also

enables these models to be trained on unstructured image
collections, as opposed to images from a single scene. Our
GIRAFFE HD builds upon this line of work; in particular, it
extends GIRAFFE [38] to higher-resolution image domains
while retaining all its 3D understanding capabilities.

High-resolution image synthesis. Generative Adversar-
ial Networks (GANSs) [4, 15,41] can generate photorealis-
tic images, and the state-of-the-art for high-resolution im-
age synthesis are style-based GANs [24,25,27]. By inject-
ing style codes [21] to the network, these models achieve
not only high-resolution outputs but also some level of fea-
ture disentanglement (e.g., pose, shape, lighting). Some
recent work [29, 30] have demonstrated that using Style-
GAN?2 as a neural renderer can effectively upsample the
low-resolution feature maps produced by another network
into high-resolution images. We leverage the StyleGAN2
architecture as our model’s neural renderer to generate high-
resolution 2D images (5122 resolution and higher).

Disentanglement and controllability. Generative mod-
els that learn disentangled representations [2, 8, 13, 1820,

, 28,32, 40] provide extra control in their generations,
for example, the ability to control different factors in the
scene (e.g., object pose, shape, appearance). However, most
methods only operate in the 2D domain without considering
the 3D structure of the objects/scenes.

Among generative models that learn 3D disentangle-
ment [16, 3638, 44], GIRAFFE [38] is the current state-
of-the-art. It represents a 3D scene as a composition of
foreground and background 3D objects, which enables it
to disentangle object shape, appearance, position, camera
viewpoint, as well as the foreground and background dur-
ing image synthesis. However, we observe that this dis-
entanglement comes as a trade-off to image quality — re-
placing GIRAFFE’s low capacity neural renderer with a
style-based renderer leads to high-resolution synthesis but
at the loss of foreground-background disentanglement. Sev-
eral supervised methods exploit StyleGAN’s style-based
disentanglement properties to control the generation pro-
cess [1,39,49]. However, they have yet to demonstrate ac-
curate foreground-background disentanglement, which sug-
gests that the vanilla StyleGAN architecture has a lim-
itation when it comes to foreground-background disen-
tanglement. The most intuitive and reliable foreground-
background disentanglement methods are two-stage image
generators, which generate the foreground and background
independently and use 2D composition to form the final out-
put image [3,31,45,50]. However, these methods fall short
in terms of image quality, presumably due to a lack of ex-
plicit foreground and background information sharing and
compatibility constraints. Our approach also generates the
foreground and background in two separate stages, but it
imposes explicit geometric and photometric compatibility
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Figure 2. GIRAFFE HD Architecture. Our model independently generates the foreground and background and uses a generated mask to
composite the final image. The camera pose £ and foreground object’s z-translation ¢£9 are shared between the foreground and background
3D feature generators to ensure geometric compatibility To ensure photometric compatibility, the refinement renderer injects environment

information conditioned on background appearance za" to generate the foreground residual image [ f9

which is added to the initial

residual”

output image of the foreground 2D neural renderer I, mmdl to form the final foreground image I79. During evaluation, latent codes are
strategically injected into the 2D neural renderers to ensure disentanglement over appearance and fine-grained shape.

constraints. This leads to accurate foreground-background
disentanglement in the high-resolution image domain.

3. Approach

Given an image collection containing a single object cat-
egory (e.g., cars), our goal is to learn a 3D-aware image gen-
eration model that generates photo-realistic, high-resolution
images while also providing 3D-level control without hu-
man supervision. To this end, our architecture builds upon
GIRAFFE [38], but replaces its low-capacity neural render
with a StyleGAN2 [27] based renderer, and has two separate
parallel streams to generate separate foreground and back-
ground images to enforce their disentanglement. We cre-
ate the final output by combining the foreground and back-
ground while imposing compatibility constraints to ensure
a coherent image; see Fig. 2.

3.1. Background on GIRAFFE

Generative neural feature fields. GIRAFFE [38] repre-
sents a 3D scene with a neural feature field [35, 38], which
is a continuous function F' that maps a 3D location z € R?
and a 2D camera viewing direction d € S? to a density
o € Rt and an appearance feature f € R, It uses an
MLP to learn F, and conditions it on z ~ N(0, I) so that
each z corresponds to a different 3D scene:

Fy: (" (2),7"4(d), 2) = (0, f) (1)

where 6 indicates the network parameters, 7 is a positional
encoding [47] which maps the 5D input (z, d) into a higher
dimensional space, and L, and L, are the positional encod-
ing dimensions of = and d, respectively.

3D object representation. GIRAFFE represents the fore-
ground and background objects using two separate MLPs
associated with separate affine transformations 7/9 and
T"9, respectively, sampled from a dataset-dependent distri-
bution T' = {s,t, R}, where s,t € R? are scale and trans-
lation parameters, and R € SO(3) is a rotation matrix. The
affine transformation 7" transforms the scene’s world loca-
tion to the object’s local location for each object:

k(x)=R-sE-x+t (2)

where E is the 3 x 3 identity matrix. This representation
enables 3D object-level control.

Volume rendering. For a given camera pose &,
{z; };\721 be N, sample points along camera ray d for a given
pixel. Then

(07, i) = Fo(y" (k7 (), 7"*(d), 2). (3

Let 0; = |lzjq47 — 917J-||2 denote the distance between
neighboring sampled points, a; = 1 — e~%% denote the
alpha value for z;, and 7; = Hf;ll 1 — o denote the trans-
mittance along the ray. Pixel feature vector f can then be
computed using numerical integration:

N,
=X

For efficiency, the rendered feature images are at 162 res-
olution. The volume-rendered feature map f,,; can then be
processed by a neural renderer (i.e., a convnet) to output the
final RGB image.

Note that in GIRAFFE, the foreground and background’s
3D object representations are composed into a single 3D

Tj()zjfj (4)
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scene representation and volume-rendered into a single
2D feature representation. However, in our approach, we
will independently volume render the foreground and back-
ground’s 3D representations, as explained in detail next.

3.2. Neural style rendering

In GIRAFEFE, the neural renderer is purposely designed
to be simple and provide only spatially small refinements
to the volume-rendered feature maps, in order to avoid en-
tangling global scene properties and losing controllability.
With its default renderer, the highest resolution it can gen-
erate is 256°.

In order to generate higher-resolution (> 5122) outputs,
we first replace GIRAFFE’s default neural renderer with
one based on StyleGAN2 [27]. Specifically, we take all the
blocks of StyleGAN2 starting from 162 resolution to con-
vert the volume-rendered 162 resolution 2D feature maps
fvor into a higher resolution image I. As in StyleGAN2, we
also use a mapping network to map z ~ A(0, I) to latent
code w:

Py 1z = w ®)

ﬂ_gender :(fvol; w) — I (6)

While our style renderer leads to higher-resolution out-
puts, we observe several behavioral distinctions compared
to GIRAFFE’s default renderer. First, the model now loses
its ability to independently control the foreground and back-
ground. Second, the 3D representation no longer fully con-
trols the object’s shape. Though it still determines overall
coarse shape, the earlier stages of the style renderer gain
finer level control over the shapes since the 3D representa-
tion is volume-rendered to 2D feature maps at a much lower
resolution than the final image. Third, the 3D representation
almost does not control color at all. Instead, the control of
color is transferred to the later stages of the style renderer.
These behaviors resemble those of vanilla StyleGAN?2.

To regain independent control over foreground and back-
ground, and to better disentangle object color and shape,
we make the following design choices. First, instead of
compositing the scene at the 3D level and then rendering
it into a single final 2D image, we first render the fore-
ground and background independently into two 2D images
and then perform 2D composition to get the final image.
Second, unlike GIRAFFE, which conditions the 3D repre-
sentation on the object’s shape code 2 as well as its appear-
ance code z,, we remove the dependency of each point’s
feature f on z,. Instead, during training, we perform style
mixing in the style renderer (as described in StyleGAN2)
with wy = 1g(zs) and w, = 1g(z,). During evaluation, we
inject wy into the earlier stages and w, into the later stages
of the style renderer (we vary the injection index depend-
ing on final image resolution). This way of injecting codes
enables our model to disentangle color and shape finely.

3.3. Enforcing foreground-background consistency

In order to combine the separately generated foreground
and background images into a coherent final image, we need
to impose geometric and photometric consistency between
the foreground and background objects. Geometric con-
sistency requires the foreground and background objects to
obey physical world rules; for example, objects in the same
image have to share the same viewing perspective, or a car
cannot be floating in the air. Photometric consistency re-
quires the foreground and background objects to appear to
reside in the same environment by sharing the same light-
ing, hue or saturation, etc. To this end, we devise two mech-
anisms to satisfy the two consistency requirements: position
sharing and environment sharing.

Position sharing. We activate position sharing when the
background contains a ground surface that the foreground
rests on (e.g., car on road or church on land). We sim-
plify the problem and assume that the ground can only be a
plane surface. With this simplification, simply placing the
bottom of the foreground object onto the ground and then
synchronizing the viewing angles for the foreground and
background object will satisfy the geometric consistency re-
quirement. We perform this by copying the foreground ob-
ject’s z-translation and view perspective to the background
object’s z-translation and view perspective. In this way, the
generated background can actively accommodate all fore-
ground objects.

For datasets where the foreground object is not expected
to rest on a ground surface (e.g., frontal human faces), we
only synchronize the viewing perspective without sharing
the z-translation between foreground and background.

Environment sharing. Besides enforcing geometric con-
sistency between the foreground and background objects,
we also need to ensure photometric consistency; i.e., the
foreground object should naturally be immersed into the
environment created by the background. To this end, we
designate the background appearance latent code w?9 to en-
code the scene environment configuration. Our refinement
network consists of several layers of style-based convolu-
tions. It takes as input the foreground feature maps f({ugt,
which are also used to render the initial foreground image,
and w?9 as the style code, and outputs the foreground image

residual [ Tf egsi duas And foreground object mask Iy q

Wgefine : (fbfiLgt7 wgg) — (I;ﬂfegsidual’ Imask) (7)

We add the foreground image residual to the initial fore-
ground image to get the final foreground image:

]fg = [fg'tial + [fegsidual (8)

wmnme

We observe that the initial foreground image already de-
termines the foreground object’s true appearance. The re-
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Figure 3. Enforcing Photometric Consistency. First column:

initial foreground image 1. ifngitial and mask [y, qs%. First row: fore-
ground residuals [ 7{ 3 rdwars Second row: final images. Notice how
1 f 9 idua; changes based on the background so that the refined fore-

e

ground 179 becomes more compatible with it.

finement operation only adjusts the shading/shine of the
foreground without altering its true appearance; see Fig. 3.

3.4. Compositing the final image

Finally, we use the foreground object mask I,,,,sx gener-
ated by the refinement network to perform alpha composi-
tion of the foreground and background images:

Ifinal = (1 - Imask) : Ibg + Imask : Ifg (9)

where I/ is our model’s final generated image.

Like GIRAFFE, we can generalize our model to gener-
ate multiple foreground objects. To do this, we first ren-
der the background and the foregrounds as described pre-
viously. We then compute occlusion relations between the
foreground objects (by ordering based on their depth i.e.,
z-translation). Finally, we recursively perform 2D compo-
sition (Eqn. 9) from the furthest to the nearest foreground
object, where in each recursive iteration, the 2D composi-
tion result becomes the new background image.

3.5. Training

Discriminator. We use the same residual discriminator as
StyleGAN2 [27].

Training. During training, we follow [38] and sample la-
tent codes 2%, 2% ~ N, T* ~ pr and & ~ p¢, where
k € {fg,bg}, pe and py are uniform distributions over
dataset-dependent camera elevation angles and valid object

transformations, respectively.

Objectives. Our overall objective function is:

A
L= Lgan+ §LR1 + B1 Lypox + B2Lcog + B3 Lyin (10)

where A = 10, and (1, 82, O3 are dataset specific. To en-
force image realism, we use the non-saturating GAN objec-
tive Lgan [15] with R1 regularization Ly [33].

In addition, we employ three auxiliary losses to guide
2D foreground-background disentanglement: bounding box

containment loss Ly, foreground coverage loss L, 4, and
mask binarization loss L. Lcyg and Ly, are adapted
from [3]. Since the style neural renderer is very power-
ful on its own, the three auxiliary losses are necessary to
prevent either the foreground or background renderer from
generating the entire image by itself.

See supp. for the full expression of the loss functions,
including how the sampled appearance, shape, and cam-
era/transformation latent codes are used.

Bounding box containment loss. Each randomly sam-
pled foreground affine transformation 7" determines a 3D
bounding box within which the foreground object should re-
side. After projecting both the 3D foreground object and the
3D bounding box to 2D, the 2D foreground object should
still reside in the 2D bounding box. Our bounding box con-
tainment loss minimizes the mean of the foreground object
mask values that fall outside the 2D bounding box:

1
Lbbox = EZiGSImGSk[i] . (1 - IQDbbo:c [Z]) (11)

where S is the set of all pixels in final image. This loss pre-
vents the foreground renderer from generating background
features.

Foreground coverage loss. This is a hinge loss on the
mean mask value to ensure that the foreground is not empty:

1 .
chg = maX(O, n—= @Zieslmask[z]) (12)

where 7 is the minimum coverage threshold. This prevents
the background renderer from generating the entire image.

Mask binarization loss. This loss encourages binariza-
tion (i.e., 0 or 1 values) of the mask:

1 . . .
Lbin = @Zies mln(Imask[l] - 07 1— Imask[z])' (13)

4. Experiments

We evaluate GIRAFFE HD’s 3D controllability, with a
focus on foreground and background disentanglement and
their geometric/photometric consistency. We also evaluate
how well it generates high-quality, high-resolution images.
Finally, we perform ablation studies to evaluate its different
components and losses.

Imp. details. Foreground and background generative neu-
ral radiance fields are MLPs with ReLU activations. We
use 8 layers with hidden dimension of 256/64 (fore-
ground/background respectively), density of 1, and feature
head of dimensionality M, = 256 for the MLPs. We sam-
ple Ns = 64 points along each ray and render 2D fea-
ture maps at 162 pixels. Both foreground and background’s
shape and appearance codes are 256 dimensions. We use 4
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Figure 4. 3D Controllability. GIRAFFE HD preserves all of GIRAFFE’s 3D controllable features while generating images at significantly
higher quality and resolution. Importantly, compared to GIRAFFE, our background remains more consistent when the foreground changes.

layer MLPs to map noise vectors to style renderers’ latent
codes. Refine renderer has 4 style-based convolution layers.
We use a minimum coverage threshold of 0.2. Foreground
and background images go through a tanh activation before
2D composition. Foreground mask goes through a sigmoid
activation before 2D composition. We use Adam optimizer
with a learning rate of 0.0005 and batch size of 16.

Baselines. We compare to GIRAFFE [38], pi-GAN [6],
GRAF [44], HoloGAN [36], and HoloGAN w/o 3D Conv,
a HoloGAN variant proposed in [44] for higher resolutions.

Datasets. We evaluate on five high-resolution single-
object real-world datasets used in GIRAFFE [38]: Comp-
Car [51], FFHQ [26], AFHQ Cat [12], CelebA-HQ [23],
LSUN Church [52].

Metrics. We use FID [17] to quantify image quality. We
use 20,000 real and fake samples to calculate the FID score
in order for a direct comparison to [38].

To quantify foreground-background disentanglement,
we propose the mutual background similarity (MBS) met-
ric. It measures the consistency in background between
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Cat  CelebA-HQ FFHQ CompCar Church
HoloGAN [36]f - 61 192 34 58
w/o 3D Conv [44]F - 33 70 49 66
GRAF [44]f - 49 59 95 87
GIRAFFE [38]f 33.39 21 32 26 30
pi-GAN [6] 38.92 36.27 43.19 64.01 56.80
Ours 12.36 8.09 11.93 7.22 10.28

Table 1. 256° Resolution Image Quality. We report the FID
score () for all methods. t scores (except Cat) taken from [38].

CompCar 5122 FFHQ 10242
GIRAFFE [38] 40.81 70.08
Ours 8.36 10.13

Table 2. 5122 and 10242 Resolution Image Quality. We report
the FID score () for GIRAFFE and GIRAFFE HD.

Figure 5. GIRAFFE [38] image generations. We show these to
enable direct comparison. (More comparisons in the supp.)

two generated images that are supposed to share the same
background. A low MBS indicates more consistent back-
ground between the pair of images. For each generated im-
age, we randomly sample an operation that should change
its foreground (i.e., a combination of change in scale, x,
y-translation, rotation, shape, and appearance) without al-
tering the background, then perform that operation to gen-
erate a new image. We then use a pretrained DeepLabV3
ResNet101 [7] semantic segmentation model to compute
the background mask for each image, and multiply the two
masks to get a single mutual background mask. The im-
age pair’s MBS is computed as the fraction of pixels inside
the mutual background area whose RGB value has changed.
We compute the final MBS as the mean of 10,000 image
pairs’ MBS’s x102. Please refer to the supp. for details.

4.1. Image generation quality

We first evaluate the quality of GIRAFFE HD’s gener-
ated images. Since it is demonstrated in [38] that GIRAFFE
can reliably operate at 2562 resolution, we start our com-
parison at 2562 against all baselines (Table 1). We then
compare to GIRAFFE at the higher resolutions of 5122 for
CompCar dataset and 10242 for FFHQ dataset (Table 2).
Our method outperforms the baselines in terms of image
quality by a large margin. This can be attributed largely to
our style-based neural renderer, which is able to model finer
details than GIRAFFE’s low-capacity neural renderer.

FFHQ  CompCar

GIRAFFE [38]  99.15 88.89
Ours 15.02 22.88

Table 3. Foreground-Background Disentanglement. We report
the MBS score ({.) for all methods on FFHQ and CompCar at 2562.

CompCar 2562
w/o position sharing 10.89
w/o environment sharing 11.55
full 7.22

Table 4. Ablation: Removing Position/Environment Sharing.
“full” denotes the full GIRAFFE HD model. We report FID (].).

=] o e

Changing zsfg

Changing Z{];y

Figure 6. Ablation: Single Style-based Renderer Baseline. No-
tice how the foreground and background are entangled.

4.2. Controllable scene generation

In Fig. 4, we qualitatively demonstrate that our method
preserves all of GIRAFFE’s controllable features. For ver-
tical translation, note how our position sharing enables the
ground to move up with the car. Also, compared to GI-
RAFFE, our background remains more consistent when the
foreground changes, as shown in our lower MBS in Table 3
(qualitative comparisons are in Figs. 1 and 5 and supp). This
is due to our explicit separation of foreground and back-
ground generation. For objects that rest on a ground surface
(e.g., cars), our model will also include the object’s shadow
as part of the foreground (see Fig. 8 for examples), which
is the ideal behavior. However, the DeepLabV3 model [7]
that is used to compute MBS does not segment the shadow
as being part of the object, which is why our MBS is higher
on CompCar than on FFHQ. In Fig. 8, we show comprehen-
sive intermediate and final image generations.

4.3. Ablation studies

Importance of two-stage. The most naive method for
improving GIRAFFE’s image quality is to simply replace
GIRAFFE’s neural renderer with a single style-based ren-
derer. For this baseline, during training, we use style mix-
ing of z/9 and z/9 as latent codes to the renderer. Dur-
ing evaluation, we still inject z/9 into the earlier levels
and z/9 into the later levels to ensure disentanglement be-
tween fine-grained shape and appearance. However, we
observe that this single renderer baseline loses foreground-
background disentanglement (Fig. 6). Even though the car’s
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Figure 7. Ablation: Removing Auxiliary Losses. Even after
just 4000 training iterations, the baselines that lack bounding box
containment or foreground coverage loss generate all 1 or O masks.

color remains the same when changing its shape, the back-
ground’s shape changes as well. Similarly, even though the
car’s shape remains the same when changing its color, the
background’s color also changes. Even though the fore-
ground and background are disentangled at the 3D fea-
ture level, since a single style-based renderer cannot sep-
arately control foreground and background, the foreground-
background disentanglement is lost in the final 2D image.

Importance of foreground-background consistency en-
forcement. Table 4 shows that removing either position or
environment sharing hurts the model’s FID, as final images
whose foreground-background combinations are incompat-
ible in geometry/photometry can be generated.

Importance of auxiliary losses. In Fig. 7, we show our
model’s 642 renderings on FFHQ after 4000 training iter-
ations, in three configurations. Without the bounding box
containment loss the foreground branch generates the entire
image, and without the foreground coverage loss the back-
ground generates the entire image. Hence these two losses
are critical for foreground-background disentanglement.

5. Discussion and Conclusion

We proposed GIRAFFE HD, a high-resolution 3D-aware
generative model that inherits all of GIRAFFE’s [38] 3D
controllable features while generating high-quality, high-
resolution images.

Limitations. First, we notice our model sometimes lacks
3D consistency. For example, when trained from scratch on
the CompCar dataset, our model struggles to perform full
360 rotation. Instead, some shape codes correspond to front
facing cars while others correspond to back facing cars, and
each can only perform 180 rotation, even though the under-
lying 3D model has rotated 360 degrees. However, when
we initialize the 3D feature generator with the weights of
a pretrained GIRAFFE 3D feature generator and continue
training, the model is then able to perform full 360 rotation.

Second, our current model (as well as GIRAFFE) can-
not handle cross-domain foreground-background correla-

Imask
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Figure 8. Comprehensive Outputs. We show all of GIRAFFE
HD’s intermediate and final output images for different datasets.

tions when training a single model on multiple categories
(e.g., cats, dogs, wildlife). Although the generated images
are still high quality, there can be incompatible foreground
and background combinations. Training a single model that
works well on multiple datasets would be an interesting av-
enue for future work.

Third, our current architecture cannot handle “interlock-
ing” object relationships, i.e., there exist some rays along
which an object appears in front of another object and also
some rays behind. Our model works by composing an im-
age with 2D layers, and the layer masks (object masks) for
the composition are generated by considering only the ob-
ject itself and not other objects in the scene. This can gen-
erally hold for most real-world domains. However, when
objects “interlock”, the objects’ masks need to take into ac-
count other objects’ 3D geometries. We think that a module
that renders object masks based on 3D occlusion reasoning
could be a possible extension to address this problem.

Broader Impact. There are many possible applications
for controllabe image generation including those in the en-
tertainment and design industry. For example, it could en-
hance the productivity of designers by allowing them to use
such tools to control each object in the scene independently
when creating new visual content. Since our approach does
not require supervision apart from having a collection of im-
ages of the same object, it is easily scalable to many differ-
ent categories. However, there could also be potential mis-
uses, such as creating fake content to fool law enforcement
or to spread misinformation on social media. Recent work
on models that can detect fake images (e.g., [48]) could po-
tentially be useful to prevent such unethical applications.
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