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Abstract

Recent progress in the interdisciplinary studies of com-
puter vision (CV) and natural language processing (NLP)
has enabled the development of intelligent systems that can
describe what they see and answer questions accordingly.
However, despite showing usefulness in performing these
vision-language tasks, existing methods still struggle in un-
derstanding real-life problems (i.e., how to do something)
and suggesting step-by-step guidance to solve them. With
an overarching goal of developing intelligent systems to
assist humans in various daily activities, we propose Vi-
sualHow, a free-form and open-ended research that fo-
cuses on understanding a real-life problem and deriving
its solution by incorporating key components across mul-
tiple modalities. We develop a new dataset with 20,028
real-life problems and 102,933 steps that constitute their
solutions, where each step consists of both a visual illustra-
tion and a textual description that guide the problem solv-
ing. To establish better understanding of problems and so-
lutions, we also provide annotations of multimodal attention
that localizes important components across modalities and
solution graphs that encapsulate different steps in struc-
tured representations. These data and annotations enable
a family of new vision-language tasks that solve real-life
problems. Through extensive experiments with represen-
tative models, we demonstrate their effectiveness on train-
ing and testing models for the new tasks, and there is sig-
nificant scope for improvement by learning effective atten-
tion mechanisms. Our dataset and models are available at
https://github.com/formidify/VisualHow.

1. Introduction

The remarkable progress in vision-language studies has
developed visual systems with the ability to understand and
generate natural language information. Existing vision-
language models mainly focus on the understanding of vi-

*Equal contributions.

Problem: How to Involve a Pet in Christmas.

Solution:

-
Cut out previous photos
of your pet and make a
collage.

Create an ornament
with their picture on it.

g :“, [

Play with your animal

Give your pet a gift. around the holidays.

Figure 1. VisualHow is a vision-language task aiming to infer the
solution to a real-life problem. The solution consists of multiple
steps each described with an image and a caption.

sual input in task-free (i.e., Image Captioning [3, 12, 17]
and Visual Storytelling [28]) or question-directed (i.e., Vi-
sual Question Answering [2, 24] and Visual Dialog [18])
settings. In other words, their aim is to develop visual sys-
tems that can “look and tell”, by describing or answering
questions about what is observed in a scene. On large-scale
vision-language datasets [1,2, 12, 14, 18,24,28,37,39,62],
state-of-the-art models have obtained promising achieve-
ments in understanding and predicting visual and textual
information. Although achieving significant progress, these
methods only perform well on standardized vision-language
inference benchmarks and do not generalize to real-life sit-
uations to solve problems, which makes their scope of ap-
plication relatively limited.

We believe that the next generation of visual intelligence
systems will need to develop the ability to help humans
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solve real-life problems more directly. Achieving the goal
requires them to provide step-by-step solutions with both
textual descriptions and visual illustration. Applications of
such systems may include: 1. Teaching people everyday
and/or domain-specific skills, such as to tie a tie, to make
a sandwich, or to change a bicycle tire. 2. Helping people
decompose an abstract goal into actionable items, such as to
improve social skills, to sleep better, or to become a soccer
player. To this end, we introduce a novel research problem —
VisualHow — along with a large-scale dataset and a system-
atic evaluation of various modeling approaches. The main
objective of VisualHow is to generate a step-by-step vision-
language description of how to solve a problem, where a
step will be described using an image and a caption. An ex-
ample of VisualHow data is shown in Fig. 1. To “involve a
pet in Christmas”, one may need to take a series of different
actions. While people may still find it difficult to under-
stand how to involve a pet in Christmas by only reading the
textual descriptions, looking at the visual illustrations will
offer great help in the process. Therefore, given the descrip-
tion of the problem and the previous steps, the specific goal
of VisualHow is to predict a pair of well-matched and com-
plementary image and caption to describe what to do next.
Achieving the goal requires the ability to understand three
types of relationships: the relationship between the problem
and the solution, the relationships between different steps
of the solution, and the relationships between the visual and
textual information.

Our goal is to enable the development of intelligent sys-
tems for tackling various real-life problems. Compared to
conventional vision-language tasks, our proposed Visual-
How task has the following differentiating factors: 1. Real-
life problems and multimodal solutions. Rather than fo-
cusing on specific vision-language tasks [2, 13, 18, 24,28,

], our dataset contains 18 categories and 317 subcate-
gories of real-life problems. Solutions to these problems
are described in multiple steps, each with an image-caption
pair, enabling the understanding of the decision-making
process in problem solving. 2. Fine-grained annotations.
Our VisualHow dataset offers two types of annotations that
are absent from existing studies: the solution graphs de-
scribing dependencies between different steps, and mul-
timodal attention that highlights and associates important
keywords and regions of interest. They play an essen-
tial role in developing a structured understanding of the
problem-solving procedure and closing the semantic gaps
between vision and language. 3. New vision-language
tasks. Our dataset enables several new vision-language
tasks for various aspects of problem solving. Our experi-
ments lead to several interesting observations and sugges-
tions on improving the model performance.

To summarize, the contributions of this work are:
1. A new VisualHow study aiming to provide the foun-

dation for developing novel vision-language methods and
pushing the boundaries of multimodal understanding of
real-life problems and solutions;

2. A new dataset that consists of diverse categories of
problems, multimodal descriptions of solutions, and fine-
grained annotations;

3. Experiments on multiple new tasks on different as-
pects of the VisualHow problem and extensive analyses of
various baseline models.

2. Related Work

This paper is related to a series of studies including vi-
sual captioning and storytelling, visual question answering
and dialog, multimodal instructions and multimodal repre-
sentation learning.

2.1. Visual Captioning and Storytelling

There is a large body of research centering around gener-
ating textual descriptions of visual inputs. For example, the
image captioning task [13,26,37,44,61] focuses on describ-
ing a single image with natural language, while visual sto-
rytelling [28] aims to generate a narrative with a sequence
of sentences about multiple images. The shared goal of
these studies is to develop methods to effectively encode
the input images into representative features and transform
them into a sequence of words that naturally and fluently de-
scribes the images. Therefore, in their standard configura-
tion, image captioning and visual storytelling are image-to-
sequence prediction tasks whose inputs are pixels and out-
puts are a sequence of words decoded according to a given
vocabulary. While they focus on passively describing vi-
sual inputs without being directed by a specific purpose, the
VisualHow task is different: First, it jointly predicts the im-
ages and captions that complement each other for the de-
scription of a solution, and second, the prediction is con-
ditioned on the problem to solve. These differences make
VisualHow a distinct and challenging research problem.

2.2. Visual Question Answering and Dialog

Previous studies have attempted to solve simple prob-
lems. For example, visual question answering [2, 24] and
visual dialog [18, 40, 45] aim to answer questions about
visual information based on the understanding of multi-
modal inputs. A number of recent studies have proposed
large-scale datasets [2, 18,24,29] and neural network mod-
els [16,23,30,51,55] for free-form and open-ended VQA
and visual dialog. However, these studies typically have
restricted categories of questions, and their answers are in
simplified forms (i.e., categories or short phrases) [18]. On
the contrary, the goal of our VisualHow task is to provide
step-by-step description of the solution for various types of
real-life problems. It not only requires the ability to under-
stand both visual and textual information, but also involves
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Figure 2. An overview of the VisualHow dataset. We provide a hierarchical structure that organizes our data into categories, sub-categories,
problems, solution graphs, steps with image-caption pairs, and multimodal attention. Example steps are highlighted in the solution graph.

Steps without a dependency are connected to an empty node.

constructing a reasonable structure of solutions to represent
the relationship between different steps.

2.3. Multimodal Instructions

Our work is also related to existing studies on multi-
modal instructions. Datasets of instructional images [7, 58]
and videos [49, 50,63, 65,66] provide step-by-step instruc-
tions about specific tasks. These datasets either focus on
specific tasks or do not consider complex attention or struc-
ture in solutions. However, understanding the textual de-
scription of problems and providing step-by-step solutions
each with a pair of well-matched caption and image have
not been considered. Our work is different by considering
diverse contents, multimodal attention, and solution struc-
tures, where the captions and images jointly describe the
solution rather than each other. It contributes a large dataset
with diverse and challenging problems, multimodal atten-
tion annotations, and non-sequential solutions.

2.4. Multimodal Representation Learning

There has been a long line of studies aiming to learn
vision-language representations [10,20,35,46,53,56]. They
improve the representation learning using advanced at-
tention mechanisms [59], better multimodal fusion meth-
ods [31,48], multistep reasoning [ |,22], incorporation of
object relations [35, 46, 64] and compositional reasoning
models [27,47]. Our study is most related with visual se-
mantic embedding (VSE) [10,20,21,32,34,56,57], a typ-
ical category of approaches that learn a joint embedding
space for visual and language representations. With VSE,
compatibility score of visual features and language features
can be computed as a simple inner-product. Specifically,
DeViSE [21] learns to match the visual embeddings and
semantic embeddings for zero-shot image recognition [9].

LSTM-SCNLM [32] encodes the sentence as the seman-
tic embedding via bi-directional LSTMs. VSE++ [20] is
a fundamental VSE method that uses average pooling as
the feature aggregator with online hard-negative mining.
VSRN [34] captures key objects and semantic concepts of
a scene to generate visual representations. Global pooling
operation (GPO) [10] learns to automatically adapt itself to
the best pooling strategy for different features while staying
effective and efficient. These studies have provided suitable
baselines for the proposed VisualHow task, and inspired the
development of computational models for problem-solving
in real-life scenarios.

3. The VisualHow Dataset

The goal of this work is to introduce a new benchmark
with a focus on real-life problems and high-quality anno-
tations to the community of vision-language understand-
ing. It consists of 18 categories of real-life problems and
step-by-step solutions described with images and captions.
The diversity and generality of problems and solutions also
make VisualHow a more challenging dataset. In addition
to the image-caption pairs, VisualHow provides annotations
for solution graph and multimodal attention, which are es-
sential for the understanding of problem-solution relation-
ships and aligning the semantics between vision and lan-
guage. An example of VisualHow data is shown in Fig. 2.
In this section, we describe the data collection method, an-
notations, and the data statistics. Additional analyses and
visualizations are provided in the supplementary materials.

3.1. Problems and Solutions

Building a general problem-solving dataset brings a se-
ries of unprecedented challenges. First, with the diversity
and generality of real-life problems, manually defining and
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categorizing problems is impractical. Next, since many of
the problems require domain expertise (e.g., those about
health or finance), general online contents or non-expert
workers can hardly generate high-quality solutions. To ad-
dress these challenges, we collect real-life problems and so-
lutions from the wikiHow [5,33,60] knowledge base, which
is known for its high-quality instructional articles. The
wikiHow articles are generated by a pool of well-qualified
experts with the help of a rigorous quality screening pro-
cess. All articles come with detailed step-by-step descrip-
tions and very relevant visual illustrations in high resolu-
tion. Specifically, each problem consists of a language
description (e.g., a question starting with “How to”) and
is provided with a step-by-step solution that describes a
method to solve it. The solution is composed of multiple
steps described with an image and a caption. To control the
data quality, VisualHow focuses on the proportion of wiki-
How data with higher user ratings and popularity. A distinc-
tion from other wikiHow-based datasets is that for Visual-
How we only select contents created by domain experts and
with more than 50% of the users who voted and find it help-
ful, which ensures the quality of VisualHow contents. For
problems with multiple solution methods, we consider each
method a unique sample with the method title appended to
the problem description.

3.2. Data Annotation

Learning to solve general problems is a challenging task,
which requires knowledge to be learned from a variety of
visual and textual information and organized in a structured
representation. To tackle these challenges and benefit the
development of future vision-language understanding meth-
ods, VisualHow offers fine-grained annotations on the solu-
tions. As shown in Tab. 1, as distinguished from related
studies, we collect these annotations with crowdsourcing
and implement an effective quality control mechanism.

Crowdsourcing. The annotations are conducted in
Amazon Mechanical Turk (AMT) with a custom annota-
tion paradigm and a user interface (see Fig. 3). First, an
overview of the problem and solution (i.e., the wikiHow ar-
ticle) is presented to the workers. Next, they browse through
all steps one at a time. In each step, they select the impor-
tant phrases from the caption and annotate the correspond-
ing image regions, which reflects their attention towards the
multimodal information when performing different actions.
Finally, they are asked to annotate the dependency between
each pair of steps, which will formulate a directed solution
graph to provide a structured representation of the problem-
solving process. This research does not collect personal
data from crowd workers and is exempt from IRB review.

Quality control. Our dataset requires an effective mech-
anism for quality control, so crowd workers can generate
high quality annotations. Collecting high-quality multi-

VisualHow ViPT [7] COIN [49,50]
Data Source wikiHow  Snapguide; instructables YouTube
Multimodal Attention Yes No No
Solution Graph Yes No No
Solution Types Various Procedure Procedure

Table 1. Comparison between VisualHow and related datasets.
wikiHow Article

How to Involve a Pet in Christmas

Co-authored by wikiHow Staff @ and 14 contributors
Last Updated: Oct 1 (] Retere

Many people consider their pets to be part of the
famil

Multimodal Attention

Step 4: Play with yo d the holidays.

Figure 3. Crowdsourcing interface of the VisualHow task, which
contains 1) an overview of the wikiHow Article, 2) annotation of
the multimodal attention, and 3) annotation of the solution graph.

modal annotations is challenging. For example, determin-
ing what are important and need to be annotated can be sub-
jective. To control the data quality, objectiveness, and con-
sistency, we implement a series of quality control methods
including qualification, correction, and expert review. We
first compose a list of specific guidelines and require each
worker to complete two qualification Human Intelligence
Tasks (HITs), and examine the quality and consistency of
their annotations to make sure that both the multimodal at-
tention and the solution graphs are reasonably correct. At
the end of each HIT, the workers are asked to review their
annotations and correct what they find problematic. We re-
view the HITs with automatic anomaly detection and man-
ual examination, and problematic HITs will be sent back to
the workers for correction. Through these steps, we ensure
all workers follow the same quality standard.

3.3. Data Statistics

The VisualHow dataset consists of 20,028 real-life prob-
lems and their solutions that vary in number of steps and
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Figure 4. Number of problems in each category and the three types
of solution graphs.
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Figure 5. Distribution of solution steps and attention annotations.

fine-grained annotations. In this section, we conduct in-
depth analyses and report key statistics of the dataset.

Problems. VisualHow contains 20,028 problems
grouped in a hierarchy of 18 categories and 317 subcate-
gories. Some of our major categories, such as Family Life,
Computers and Electronics, Health, Finance and Business,
have been rarely explored in previous vision-language stud-
ies. As shown in Fig. 4, the number of problems in each
category ranges from 405 to 2,952, reflecting a naturally
skewed distribution of wikiHow data. Despite that, Visual-
How is still much more diverse than related datasets such as
ViPT [7] and COIN [49], where a vast majority of samples
are cooking or other household problems.

Solutions. As shown in Fig. 5, each solution consists of
3 to 10 steps described with images and captions. On av-
erage, each solution consists of 5.14 steps. The images and
captions are more diverse than existing datasets, thanks to
the wide variety of wikiHow data. Of all the images, 36.5%
are realistic photos, and 58.6% are abstract images such as
cartoons, drawings, handwritings, charts, efc. The rest 4.9%
are mixed with both realistic and abstract contents. The cap-
tions also have a vocabulary of 30k tokens. Tab. 2 shows

Nouns Verbs Other POS
water icon click want new right
minutes account  tap open  around first
time hair use take one small
button area make choose sure away
app oil add remove  next dry

Table 2. Most common tokens in the caption among 1) nouns; 2)
verbs; 3) other parts of speech (POS).

Nouns Verbs Other POS
water oven click remove online overnight
doctor bowl tap select ok comfortable
hair child open choose together inside
settings oil add  check  regularly daily
ingredients food  use make outside warm

Table 3. Most common tokens in the annotated phrases among 1)
nouns; 2) verbs; 3) other parts of speech (POS).

the most common nouns (52.3%), verbs (30.0%), and other
parts of speech (17.7%) in the captions.

Multimodal attention. We have collected abundant
multimodal annotations about important image regions and
phrases, which enables fine-grained learning of visual se-
mantic alignment. In Fig. 5, on average, 9.13 image regions
and 11.69 phrases are annotated for each solution. Over
98% of all steps have at least one instance of multimodal
attention in both the image and caption, and around 99.5%
of all steps have at least one annotated phrase. For each step
of a solution, an average of 1.56 instances of multimodal at-
tention are annotated in both the image and the caption. In
addition, each step has an average of 0.72 important phrases
annotated without specific image regions, and 0.13 image
regions are annotated without their corresponding phrases.
In Tab. 3, the tokens in the annotated phrases include nouns
(60.8%), verbs (31.6%), and other parts of speech (7.6%).
Compared to their distributions in the captions (see Tab. 2),
the annotations contain more nouns, corresponding to vari-
ous object instances in the images. The abundance of verbs
and others allow to infer a variety of semantics in both
modalities. On average, each annotated image region takes
about 36.0% of the image size, while an image region with-
out textual correspondence takes about 30.7%. For incom-
plete annotations, we assign an empty placeholder for their
counterparts that allow them to be used in model training or
completed in later versions of the dataset.

Solution graphs. The solution graphs are diverse, com-
plicated, and important for characterizing the relationships
between solution steps. They broadly fall into three types
based on their structures, including sequential (Fig. 2b, all
steps are performed in a sequential order), parallel (Fig. 2d,
steps can be performed independently in any order), and
others (Fig. 2a and Fig. 2c, some of the steps depend on an-
other). As shown in Fig. 4, the distribution of the three types
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Image Caption
Method MRR R@1 R@3 R@5 Mean MRR R@I1 R@3 R@5  Mean
GAP 0.495 28583 62313 77.882 3.758 0.535 34449 64.785 79.284 3.558
GPO 0.501 29.441 62249 78.676 3.695 0.549 35.695 67.165 81.203 3.392
ATT 0.505 29.589 63.420 79.579 3.649 0.572 38.563 69.240 83.213 3.186

Table 4. Quantitative results of Task 1: solution steps prediction.

of solution graphs varies across categories. For some cate-
gories (e.g., Food and Entertaining, Computers and Elec-
tronics, Hobbies and Crafts), a majority of the graphs are
sequential because they require to follow a certain proce-
dure. For other categories (e.g., Health, Pets and Animals,
Relationships), the solutions often contain multiple steps
that address different aspects of the problem (i.e. parallel)
or have complex dependencies between steps.

These data and annotations enable fine-grained studies of
understanding multimodal information in problem solving.

4. Experiments

Our VisualHow dataset enables new developments of in-
telligent problem-solving models that understand and gen-
erate solutions to real-life problems. In this section, we sys-
tematically analyze a series of baseline models that address
new vision-language tasks based on the VisualHow dataset:
1) predicting the solution steps of paired images and cap-
tions, 2) predicting the dependencies of different solution
steps, 3) describing the problem based on a given solu-
tion, and 4) generating captions of images in solution steps.
These experiments demonstrate the success of benchmark-
ing baseline models on the proposed VisualHow dataset.
They also provide interesting analyses and observations and
shed light on new research areas in multimodal understand-
ing and real-life problem solving.

4.1. Baseline Models

In our experiments, we adopt state-of-the-art pretrained
models to extract features from the visual and language
modalities. In particular, the visual features are extracted
from a ResNeXT-101 (32 x 8d) [25] pretrained on Instagram
(WSL) [38], while the language features are obtained with
a pretrained BERT model [19]. We explore three baseline
methods to transform these features for downstream tasks:
1) GAP - a global average pooling method that indepen-
dently processes features from different regions and words
without considering their importance, 2) GPO — a general-
ized pooling operator [10] that aligns visual and language
features and jointly considers them during feature aggrega-
tion, and 3) ATT — an attention mechanism to highlight the
important semantic region of each modality and then aggre-
gate them by the learned weights. Implementation details
of these methods are introduced in the supplementary mate-

rials. Based on these methods, we develop baseline models
for each of our four experiment tasks.

4.2, Task 1: Solution Steps Prediction

The main research objective of our work is to enable the
learning of intelligent models that can predict step-by-step
solutions to real-life problems with both visual illustrations
and language descriptions. The joint prediction of multi-
modal descriptions has not been fully explored by existing
vision-language studies. We achieve the goal by carrying
out demonstrative experiments on the proposed VisualHow
dataset with baseline models that simultaneously generate
the multimodal solutions.

Implementation. Specifically, given the problem de-
scription and the previous solution steps, the models are
asked to predict the image and caption of the next solution
step by sorting two sets of candidate images and captions.
We encode the problem, images, and captions using three
encoders. The encoded features are dynamically integrated
with a bidirectional GRU [15, 54]. To predict the next step
of the solution, we develop a triplet network [10,20] to max-
imize the cosine similarity between the features of a positive
candidate and the GRU features integrated from all previous
steps, and to minimize that of a negative candidate.

Evaluation. At evaluation time, the candidates are sam-
pled from the validation set following [ 18], which includes
three sets of correct or incorrect solution steps: 1) the cor-
rect next step of the ground-truth solution, 2) ‘hard nega-
tive’ steps from solutions to the 10 most similar problems,
3) random solution steps from the same problem category.
To capture this, all questions are embedded into a vector
space by concatenating the averaged GloVe [42] embed-
dings of all words in the problem description. To gener-
ate 20 candidates, we first find the union of the correct and
hard negative steps, and include other random steps until
a unique set of 20 is found. The model is evaluated with
three metrics: 1) mean reciprocal rank (MRR) of the cor-
rect step, 2) Recall @K, i.e., existence of the correct step in
top-K ranked steps, and 3) mean rank of the correct step.

Results. Tab. 4 shows the evaluation results of this task.
First, we observe that conventional vision-language meth-
ods such as GPO [10] achieve mediocre performance, al-
though better than the GAP baseline, suggesting that solv-
ing a real-life problem is more challenging than existing
vision-language tasks. Further, the results show that atten-
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Image Caption
Method MRR SIM KLD MRR SIM KLD

ATT 0505 0.293 1937 0.572 0371 1.586
ATT+CE 0.507 0.520 0.852 0.580 0.665 0.543

Table 5. Quantitative results of Task 1: solution steps prediction
(with attention supervision).

tion mechanisms (ATT) can effectively improve the model
performance even without explicit supervision, suggesting
the importance of focused attention for understanding and
solving real-life problems. Finally, it is noteworthy that the
performance rankings across all evaluation metrics are con-
sistent, which suggests that our dataset offers a fair bench-
mark for evaluating solution step prediction models.

Analyses of attention. The rich multimodal attention
annotations of VisualHow dataset may act as a guidance for
semantic alignment between the two modalities, which al-
lows us to learn more accurate attention with explicit super-
vision and improve the prediction of solutions. To demon-
strate this, we introduce auxiliary cross entropy (CE) losses
to supervise the visual attention and language attention of
models, and analyze the improvement of attention accuracy
as well as task performance. We measure the attention accu-
racy with two popular evaluation metrics, Similarity (SIM)
and KL-Divergence (KLD) [6].

Tab. 5 shows the quantitative results of models learned
with (i.e., ATT+CE) or without (i.e., ATT) attention su-
pervision. Consistent with past observations [11], we find
that explicit attention supervision during training may help
models focus on important visual and language features,
resulting in improved SIM and KLD scores. It also im-
proves their image and caption prediction performance (i.e.,
MRR). Fig. 6 further compares the attention output of the
two models learned with and without explicit supervision.
They show that explicit attention supervision not only helps
the model locate important regions and words in the multi-
modal solutions, but also plays an essential role in correlat-
ing key components across the two modalities (e.g., fish oil,
steak) and deriving more accurate solutions. These obser-
vations highlight the important role of multimodal attention
for deriving comprehensive solutions to real-life problems.

4.3. Task 2: Solution Graph Prediction

Next, given the problem and solution descriptions, we
develop models to predict the solution graph. This exper-
iment aims to demonstrate the solution graph as a fine-
grained annotation for developing a better understanding
about the order and dependency of different solution steps.

Implementation. To capture the relationships between
different steps, we concatenate the features extracted from
images, captions and the problem description, and learn a
single linear layer with a sigmoid activation function to pre-

Problem: Raise HDL

Cholesterol Levels Ground Truth ATT ATT+CE
® o I
\ h— |5 “»
) « 5
Get your 7
cholesterol Talk to your Ask Ask your Ask
doctor about
checked as rescriotion doctor about
recommended  PrescrP fish oil taking fish oil
b medications supplements supplements
y to raise HDL. PP PP ’

your doctor.

Problem: Cook Ham Steak

Glaze your

Serve your Serve your
ham steaks BZI::;Ese fr;arm ham steaks Roast the ham steaks
and while they're L while they're
20 to 25 sirloin tip.
place them on minutes hot from hot from
the tray. . the oven. the oven.

Figure 6. Qualitative results for attention supervision. Important
regions and keywords are highlighted with red and black colors.

Method IoU@0.25 IoU@0.5 IoU@0.75
GAP 0.484 0.377 0.268
GPO 0.468 0.380 0.302
ATT 0.473 0.389 0.319
ATT+CE 0.494 0.434 0.376

Table 6. Quantitative results of Task 2: solution graph prediction.

dict the dependency matrix that indicates the dependencies
between every two steps.

Evaluation. Evaluation of solution graph prediction is
an open problem. In this work, we calculate the intersection
over union (IoU) [8, 43] given specific thresholds to com-
pare the similarity between the predicted probability matrix
and the ground-truth solution graph. Specifically, we ap-
ply a threshold (e.g., 0.25, 0.5, 0.75) to the model output to
determine the graph edges and count the edges for the inter-
section and union between the graph and the ground truth
to compute the IoU score.

Results. As shown in Tab. 6, understanding and predict-
ing the dependencies between solution steps is a challeng-
ing task for the baseline models, while the ranks of different
models remain similar to Task 1. Similarly, the IoU perfor-
mance can be improved with the attention mechanism and
explicit supervision. These results demonstrate the poten-
tial of learning fine-grained solution structures based on the
understanding of vision and language descriptions.

4.4. Task 3: Problem Description Generation

To further demonstrate the usage of our VisualHow as a
general vision-language benchmark, we present a demon-
strative experiment for the generation of problem descrip-
tion based on the visual and textual descriptions of a so-
lution. This experiment resembles those for the conven-
tional vision-language tasks (e.g., image captioning and vi-
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Method B-1 B-2 B-3 B4 M R. C.

ATT () 167 85 47 29 67 165 229
ATT (C) 221 114 63 39 98 221 445
ATT (I+C) 2277 120 68 44 99 224 46.7

ATT+CE (I) 169 95 53 37 73 185 246
ATT+CE (C) 228 11.7 63 38 99 223 470
ATT+CE (I+C) 241 131 7.7 48 107 232 508

Table 7. Quantitative results of Task 3: problem description gen-
eration.

sual question answering) and focus on estimating the mod-
els’ capability of understanding multimodal contents and
performing language generation.

Implementation. For this task, the visual and language
features are directly concatenated across all steps, and a
BUTD captioning model [3] is adapted to generate the prob-
lem description. We implement the attention-based meth-
ods (i.e., ATT and ATT+CE) using different inputs: images
only (I), captions only (C), and both (I+C).

Evaluation. To evaluate problem description models,
we adopt four automatic metrics that are widely used for
captioning evaluation, including BLEU [4 1], METEOR [4],
ROUGE-L [36], and CIDEr [52].

Results. Tab. 7 presents the results of problem descrip-
tion generation. We observe that leveraging both images
and captions (I+C) leads to a clear improvement over single-
modality models (i.e., image-only (I) and caption-only (C)).
Furthermore, the results show that attention supervision
(ATT+CE) has a positive impact on the task performance.
Notably, the improvement is bigger with both modalities
compared with single modality, suggesting the usefulness
of the attention data and supervision methods that highlight
multimodal attention alignment.

4.5. Task 4: Solution Captions Generation

Our proposed VisualHow dataset can also serve as a use-
ful testbed for evaluating the models’ capability of jointly
considering multiple images and generating fluent stories.
For the final task in our experiments, we consider gener-
ating the solution captions based on the input problem de-
scription and solution images. It can be considered as a
visual storytelling task, but with additional emphasis on the
contextual relationship between the goals of problems and
the different steps for achieving them.

Implementation. We adapt the AREL [54] model that
achieves the state-of-the-art performance on the ViST [28]
dataset. We feed the solution images and a BERT embed-
ding of the problem description to the model, to obtain a
sequence of captions corresponding to the images [28, 54].

Evaluation. The training and evaluation of models fol-
low the standard visual storytelling paradigm. BLEU [41],
METEOR [4], ROUGE-L [36], and CIDEr [52] are used as
evaluation metrics to compare the generated captions with

Method B-1 B2 B3 B4 M. R. C.

GAP 282 13.0 73 45 232 241 127
GPO 330 157 74 56 270 264 230
ATT 336 164 74 58 272 271 234

ATT+CE 338 170 99 6.2 281 282 243

Table 8. Quantitative results of Task 4: solution captions genera-
tion.

the ground truth.

Results. Quantitative results of this task are demon-
strated in Tab. 8. From the results, we observe that the
generation of captions is less challenging than the predic-
tion of problem descriptions, as suggested by the higher
BLEU [41], METEOR [4] and ROUGE-L [36] scores.
However, the CIDEr [52] scores are significantly lower than
those of Task 3. It is because the length of solution captions
is much longer than that of the problem description and the
models are prone to predict the common words that are dis-
counted by CIDEr. Comparing the different models, we ob-
serve that ATT+CE obtains the best performance, while the
ATT and GPO fall slightly behind, and the GAP achieves
the lowest performance. This suggests that learning to focus
on important features can help with the understanding of so-
lution images and generating their corresponding captions.
These observations suggest that VisualHow is a challeng-
ing benchmark for visual storytelling models, and accurate
attention is important for generating fluent descriptions.

5. Conclusion

The ability to solve real-world problems is an impor-
tant step toward human-like intelligence. In this paper, we
have introduced VisualHow, a large-scale dataset for solv-
ing real-life problems. Utilizing expert-generated internet
contents and crowdsourcing, we collected and annotated
20,028 problems and solutions. Dataset statistics demon-
strate that the problems, solutions, and annotations con-
tain rich multimodal solutions for a variety of problems in
real-life scenarios. Understanding and predicting solutions
to real-life problems is an inherently challenging problem.
These data and annotations enable a family of new vision-
language tasks and computational methods for understand-
ing and solving problems. Our results indicate that there is
significant scope for improvement. We hope that this work
will facilitate future research to better understand the mul-
timodal information in real-life problem-solving. We envi-
sion that this work will spur innovation and encourage de-
velopments in problem-solving systems that can positively
impact a wide range of applications.
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