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Abstract

Recent development of neural implicit function has
shown tremendous success on high-quality 3D shape re-
construction. However, most works divide the space into
inside and outside of the shape, which limits their repre-
senting power to single-layer and watertight shapes. This
limitation leads to tedious data processing (converting non-
watertight raw data to watertight) as well as the inca-
pability of representing general object shapes in the real
world. In this work, we propose a novel method to rep-
resent general shapes including non-watertight shapes and
shapes with multi-layer surfaces. We introduce General Im-
plicit Function for 3D Shape (GIFS), which models the re-
lationships between every two points instead of the relation-
ships between points and surfaces. Instead of dividing 3D
space into predefined inside-outside regions, GIFS encodes
whether two points are separated by any surface. Experi-
ments on ShapeNet show that GIFS outperforms previous
state-of-the-art methods in terms of reconstruction qual-
ity, rendering efficiency, and visual fidelity. Project page
is available at https://jianglongye.com/gifs.

1. Introduction

3D shape reconstruction is a fundamental problem in
computer vision, robotics, and graphics. The choice of
shape representation heavily affects the reconstruction qual-
ity. In recent years, Neural Implicit Function (NIFs) have
achieved high quality and high resolution reconstruction
with a compact representation [9, 11,31,47,48]. Most NIF
approaches employ a neural network to classify whether a
3D point is inside or outside the surface [47] as shown in
Figure 1(a) or compute the signed distance from a 3D point
to one surface [48]. However, most shapes in the real world
cannot be simply represented by one watertight surface.

Considering multi-layer shapes (e.g., cars with seats in-
side), binary classification of the 3D space is insufficient.
To tackle this problem, one possible approach is to extend
the original definition from binary classification to multi-
class classification. We take the double-layer circle as an
example and illustrate this idea in Figure 1(b). The lim-
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Figure 1. Comparison of different methods. Previous works
divide the space into inside and outside like (a). One possible
approach for multi-layer shape is to perform multi-class classifi-
cation like (b). Our method no longer assigns predefined labels to
points but classifies whether whether two points are separated by
any surface, as shown in (c). In (d) and (e), we present a demo
shape and a reconstructed bus from ShapeNet respectively.

itation of the extension is that shapes with different layers
require different models. Therefore it can not represent gen-
eral shapes in a unified approach. This method will also fail
to represent non-watertight shapes (e.g., garments) since
they cannot be partitioned into any number of regions.

In this paper, we introduce a General Implicit Function
for 3D Shape (GIFS). Along with this representation, we
further design an algorithm to extract explicit surfaces from
GIFS. Instead of dividing a 3D space into predefined cate-
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gories like Figure 1(a) and (b), our representation focuses
on the relationships between every two 3D points. Specifi-
cally, we define a binary flag to indicate whether two points
are on the same side of object surfaces (see Sec. 3.1 for
formal definition). As shown in Figure 1(c), three points
are separated by different object surfaces, and our method
no longer assigns predefined labels to points but compares
between them. We embed 3D points into latent space and
employ neural networks to approximate binary flags based
on their embeddings. In this way, our method is still able to
separate different regions, and the shape is implicitly repre-
sented by the decision boundary of the binary flags.
Compared to all previous NIFs that model the relation-
ship between points and surfaces (occupancy [47], signed
distance [48] and unsigned distance [13]), modeling the re-
lationships between different points with GIFS allows rep-
resenting general shapes including multi-layer and non-
watertight shapes. To recover the shape from GIFS, we
modify the Marching Cubes algorithm to build triangle
faces from sampled binary flags. We show a demo shape
represented by our method in Figure 1(d), it is a double-
layered ball on top of a non-watertight plane. The larger
ball (outside surface) is cut for better visualization.
Experiments on ShapeNet [10] demonstrate that GIFS
achieves state-of-the-art performance, and can be trained
directly on the raw data. Directly trainable on raw data
not only avoids tedious data processing but also prevents
the loss of accuracy during pre-processing. Compared with
NDF [13], another generalized shape representation outputs
point cloud, our GIFS is far more efficient and visually ap-
pealing due to the straightforward mesh generation. We
show an example of the reconstruction results on ShapeNet
in Figure 1 (e), which is a bus with multiple seats inside.
We highlight our main contributions as follows:

* We introduce a novel generalized shape representation
based on spatial relationship between points.

* We design a learning-based implementation GIFS and
a surface extraction algorithm for it.

* Our method achieves state-of-the-art performance in
3D reconstruction for watertight and more general
shapes and shows advantages in rendering efficiency
and visual fidelity over existing approaches.

2. Related Work
2.1. Learning Explicit Shape Representations

Explicit shape representations for 3D shape learning can
be roughly classified into three categories: point-based,
mesh-based, and voxel-based methods.

Point-based methods. As direct outputs of many sensors
(e.g., LiDAR, depth cameras), point clouds are a popu-
lar representation for 3D learning. PointNet based archi-
tectures [50, 51] utilize maxpool operator to keep permu-

tation invariance and are widely used to extract geometry
features from point clouds. In addition, recent research for
learning with point clouds includes kernel point convolu-
tion [20, 58, 64], graph-based architecture [42, 61], trans-
former [27, 29] and so on. Point clouds are also served
as a output representation in 3D reconstruction [13, 19].
However, unlike other representations, point clouds do not
describe topology and require non-trivial post-processing
steps [5, 8,36, 37] to generate renderable surfaces.
Mesh-based methods. Mesh consists of a set of vertices
and edges, which can be defined as a graph. Hence, graph
convolution can be directly applied on mesh for geome-
try learning [7,26]. Mesh can also be considered as an
output representation in shape reconstruction. Most meth-
ods [34,44,52,60] deform a template and thereby are lim-
ited to a fixed topology. More recent methods predict ver-
tices and faces directly [16,23,25], but do not guarantee sur-
face continuity and are prone to generating self-intersecting
faces. Mesh is also popular in human representations and
is utilized to estimate human shape, pose [33, 39, 40], and
garments [1, 6]. The underlying mesh model [45, 49] still
restricts the topology and details.

Voxel-based methods. Voxels are an intuitive 3D extension
of pixels in 2D images. The common learning paradigm
(i.e., convolution) in the 2D domain could be extended to
voxels naturally. Consequently, voxels are widely used for
shape learning [30,32,35]. Occupancy grid is the simplest
use case of voxel representation. However, due to the cubi-
cally growing memory footprint, the resolution of the grid
is practically limited to a certain level [14,43, 65]. There-
fore, the voxel-based methods struggle to reconstruct high-
fidelity shapes with fine details. Higher resolutions can be
achieved at the cost of limited training batches and slow
training [62, 63], or complex multi-resolution implementa-
tions [28,57]. Replacing occupancy with Truncated Signed
Distance functions [15] for learning [17,41] allows for sub-
voxel precision, although the resolution is still limited by
the fixed grid.

2.2. Learning Implicit Shape Representations

In the past few years, a lot of advances have been made
in 3D shape learning with neural implicit function [11,21,
24,47,48,53,54,66]. Despite the differences in output (oc-
cupancy [47,53], signed distance [22,48], or unsigned dis-
tance [13]), they all learn a continuous function to predict
the relationship between the querying point (x-y-z) and sur-
face. Pioneering methods [11,47,48] represent shape with
a global latent code. An encoder [11,47] or an optimization
method [48] is adopted to embed the shape. And then a de-
coder is used to reconstruct shape from the latent code. For
constructing a smooth latent space, some techniques such as
curriculum learning [18], and adversarial training [38] are
exploited. Following works [55, 56] also use periodic acti-
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vation functions to map the input position to high dimen-
sional space to preserve high-frequency details. Unlike the
global methods, the local methods divide the 3D space into
uniform grids [9,12,31] or local parts [21,22], and the latent
code varies by local grids/parts. Since each latent code only
needs to represent the shape of a local area, better details
can be preserved and generalizability is improved.

The methods mentioned above rely on inside and outside
partition and thus always require tedious data processing to
artificially close the shapes, which results in non-trivial loss
of details and inner structures. Recent works [3, 4, 68] in-
troduce sign agnostic learning to learn from the raw data.
However, the output is again signed distance and hence
can not reconstruct general shapes. To model general
shapes, NDF [13] proposes to predict unsigned distance
fields (UDFs) to represent general shapes. However, the
output of NDF is point clouds, which does not only rely on
an expensive post-processing step but also struggles to ob-
tain high-quality final meshes. Following works [59,67] in-
corporate normals and gradients to improve reconstruction
accuracy and efficiency.

In contrast, we propose to predict whether two different
points are separated by any surface, and it allows general
shape representation. To the best of our knowledge, our
method is the first to utilize a neural network to model the
relationship between different points in shape representa-
tion. Since the different regions are separated in our rep-
resentation, a Marching Cubes-like algorithm can be em-
ployed to directly convert our representation into a mesh
rather than a point cloud. Due to this, we outperform NDF
in terms of efficiency and visual effect.

3. Method
3.1. Generalized Shape Representation

Instead of modeling the relationship between points and
surfaces such as [13, 22,47, 48, 53], we propose a novel
shape representation focusing on the relationship between
different points. We utilize a binary flag to indicate whether
two points are separated by any surface. Specifically, the
pair of points are considered to be separated if their line
segment intersects any surface.

Let the surface of object be a subset S C R3. Given
two points p; € R3 and p, € R?, we can get a segment e
formed by these two points: e(p;,py) = {p; + k * (P, —
py) | k € [0,1]}. If the segment intersects the surface, there
is at least one point that belongs to both the segment and
the surface. The binary flag b used to indicate whether the
segment intersects the surface is defined as:

1, 3p€e(p;,py),PES
b(p{,p,,S) = ] 1
(P1, P2, 5) {0, otherwise b

Figure 2 (a) shows the example of the binary flags: the flag
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shape shape

(a) Binary flags (c) Non-watertight
Figure 2. Generalized shape representation. In (a), we show
examples of the binary flag. The flag of the points separated by
the surface is positive, otherwise, it is negative. In (b) and (c),
we show how a double-layer circle and a non-watertight curve are
represented. The positive flags are bolded red.

of Point 1 and Point 2 which are separated by any surface is
positive (1), and the flag of Point 1 and Point 3 is negative
(0).

The definition differs from the connected components in
computer vision. Our binary flag is not transitive in 3D
space, i.e., b(py, Py, S) = b(p,, p3, S) does not imply that
b(P1, P2, S) = b(Py,p3,S) = b(py1, Py, S). This is the
reason that our definition allows to represent non-watertight
shapes.

Similar to the previous implicit function, the shape is still
represented by the decision boundary. Different regions are
separated, and the binary flag changes when crossing the
surface. Figure 2 (b) and (c) show how a double-layer cir-
cle and a non-watertight curve are represented. The flags
of the points crossing the circle and the curve are positive
(bolded red in the figure), other flags are negative (gray in
the figure). Note that the input points of the binary flag are
not limited to horizontal or vertical points, and the resolu-
tion will be much higher when extracting surfaces.

3.2. Learning General Implicit Function for 3D
Shape

We propose to learn a General Implicit Function for 3D
Shape (GIFS) to estimate the binary flag b. It takes two 3D
points p; and p, plus an observation X as inputs. In this
paper, we study the task of shape reconstruction from sparse
point cloud X € R™*3. For completeness, we first explain
the encoding module, which follows IF-Net [12]. Then we
describe our decoding module and learning procedure. The
overview of our method is shown in Figure 3.

Point embedding. The input point cloud is first converted
to a discrete voxel grid. Then a 3D CNN is applied to get
the multi-scale grid features F'y, .., F,,, F), € F*5*K
where K is the grid size varies with scale and F, € R¢
is a deep feature with channels C'. Refer to IF-Net [12]
for further details. Given a query point p, a set of deep
features is sampled from the multi-scale encoding and is
concatenated as the embedding z € F; X ... X F, of the
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Figure 3. Overview of GIFS. We learn a neural implicit function to classify whether two points are on the same side of object surfaces.
First, two 3D points are passed to the embedding layer to get corresponding features. Then a maxpool operator is utilized to keep the
permutation invariance. The decoder takes the fused feature as input and approximates the binary flag between points. An extra UDF

branch can be used to enhance the spatial perception of the feature.

point. We denote the point embedding layer as:
2=00,(X,p): R" xR = Fy x ... x Fp, (2)

where 0 is the learnable parameters for embedding layer.
The purple block in Figure 3 indicates the embedding layer.
Binary flag prediction. A decoder is implemented to pre-
dict the binary flag of points. To keep the permutation in-
variance, a maxpool operator is applied to the points em-
beddings z; and zo: zy = MAX(z1, 22), where 2z is the
fused feature of the two points. Then the fused feature z
is passed to the decoder to predict the binary flag b. The
decoder f is a multilayer perceptron parameterized by 65:

fo,(zp) R b: Fy x ... x Fp e [0,1], 3)

The pink block in Figure 3 indicates the decoder.

UDF branch. Although the above decoder is sufficient for
shape reconstruction, we additionally incorporate a UDF
branch to enhance the spatial perception of the point feature
and accelerate the surface extraction (see Sec. 3.3). Un-
signed distance function (UDF) is defined as the distance
between the querying point and its closet point on the ob-
ject surface. Therefore it does not introduce the traditional
inside/outside partition. NDF [13] is the first to use neural
implicit function to approximate UDF. Given a embedding
z of point p , the UDF layer h is denoted as:

he,(z) ~ UDF(p): F1 X ... x Fn > R, 4)

where 03 is the learnable parameters for the UDF layer and
UDF(p) is the ground truth UDF for point p. The yellow

block in Figure 3 indicates the UDF layer. Ablation studies
on the UDF branch are shown in Sec. 4.4.

Learning procedure. To train the point embedding layer
ge, (), the decoder fg,(-) and the UDF layer hg, (-), pairs
{X;,Sili €1,...,N} of observation X ; and correspond-
ing ground truth shape S; are required, where ¢ is the index
of observation and N is the number of training examples.
For each training example, we sample a pair {p;,p,} of
two points and compute their ground truth UDF(p, S) as
well as binary flags b(p,, Py, S). During training, two loss
terms are exploited: L, for binary flag prediction and £,
for UDF regression. The Ly, is defined as

Lb(X7p17p2) =
|f92(MAX(991 (Xap1)7991 (X’p2))) - b(p1>p27SX)‘ ,
&)

where Sx is the corresponding ground truth shape for ob-
servation X . And the £, is defined as:

L(X,p) =
‘min (h93 (991 (X7p))a 5) — min (UDF (p7 SX) ) 6)| ) (6)
where § > 0 is a threshold which concentrates the model
capacity to represent the near space of the surface.

The parameters are optimized by minimizing following
mini-batch loss:

L5(01,02,03)= > > Ly(X,p,p,)+

XeBplvPZGP
ML (X, p1) + Lu(X,ps)), (D)
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where B is a mini-batch of input point cloud observations, P
is a subset of sampled pairs for training and X is the weight
for L,,.

3.3. Surface Extraction from GIFS

Since the proposed method is different from previous
NIFs, it’s non-trivial to design an algorithm for surface ex-
traction. We adapt Marching Cubes [46] algorithm to ex-
tract explicit surface (mesh) from our implicit representa-
tion. Marching Cubes divides the space into the 3D grid and
locates cubes that intersect the object surface. For the inter-
sected cube, triangles are created based on the occupancies
of 8 vertices. A lookup table consisting of 28 = 256 differ-
ent assignments is used to increase the speed.

Although there is no occupancy in our method, we make
an assumption that on a micro-scale, the space near the sur-
face can always be divided into two classes. Based on that,
we divide the space into the 3D grid and binary classify the
8 vertices in each cell according to the binary flags between
them. Then we utilize the lookup table in Marching Cubes
to create triangles. Let ¢; € {0,1} be the assignment for
vertex ¢ € {0,1...7} and b;; € [0, 1] be the flag between
vertex ¢ and vertex j. The cost function of the assignment
problem is:

£:ZZ|ci_ch1_bij|' (8)

i jFi

The optimal assignment can be found by minimizing the
cost function. We simply apply a brute-force algorithm in
implementation since the speed is still acceptable.
Coarse-to-fine surface extraction. Similar to OccNet [47],
a coarse-to-fine paradigm is adopted to speed up the extrac-
tion process. We start from a low-resolution grid and evalu-
ate the UDF at the center of each cube. If the UDF value is
smaller than the cube size multiples some threshold 7, we
assume the cube intersects the surface and subdivide it into
8 subcubes. The evaluation is repeated on the new cubes
until the desired final resolution is reached. We perform our
adapted Marching Cubes on final cubes.

Mesh refinement. The initial mesh extracted by adapted
Marching Cubes is only an approximation of the decision
boundary and can be further refined with the UDF value.
We randomly sample N points p, from each face of the
output mesh and refine it by minimizing the loss:

N
L= 1|he,(g6,(X,p,))l. )

Basically, we further push the mesh surface to the decision
boundary by minimizing the UDF value of the surface. We
report an ablation study for the mesh refinement in Sec. 4.4.

4. Experiments

We focus on the task of 3D shape reconstruction from
sparse point clouds to validate GIFS. We first show that
GIFS can reconstruct watertight shapes on par with the
state-of-the-art methods in Sec. 4.2, and then show GIFS
can reconstruct general shapes including multi-layer, non-
watertight shapes in Sec. 4.3. Ablation studies on architec-
ture, grid size and sampling strategy are shown in Sec. 4.4.

4.1. Experimental Settings

Datasets. In our experiments, we follow the setting of NDF
and choose the “Car” category of the ShapeNet [10] dataset,
which consists of 7498 synthetic objects. The “Car” cate-
gory has the largest amount of multi-layer shapes as well
as non-watertight shapes. For watertight shapes, we use
the common training/test split from 3D-R2N2 [14] and the
processed watertight meshes from DISN [66]. For general
shapes, we use the training/test split from NDF [13]. Dur-
ing training and evaluation, all meshes are normalized and
centered to a unit cube. Besides, we employ the MGN [6]
dataset, which consists of 307 garments, to show the repre-
sentation power of our method.
Evaluation Metrics. To measure the reconstruction qual-
ity, we adopt established metrics defined in LDIF [21]: the
Chamfer distance and F-Score. The Chamfer distance mea-
sures the average errors of all points and is sensitive to out-
liers. F-Score measures the percentage of good predictions.
For evaluation, we randomly sample 100k points from the
surface to calculate all metrics. The thresholds for F-Score
are 0.01 (same as LDIF) and 0.005 (for better comparison).
Lower is better for Chamfer distance; higher is better for
F-Score.
Baselines. For the experiment of watertight shapes, we
compare our method to Point Set Generation Networks [19]
(PSGN), Deep Marching Cubes [43] (DMC), Occupancy
Network [47] (OccNet), and IF-Net [12], the state-of-the-
art in shape reconstruction. For the experiment of general
shapes, we compare our method to NDF [13]. For meth-
ods that the authors do not provide a pretrained model, we
retrain it until the minimum validation error is reached.
Implementation details. The resolution of the voxel grid in
the point embedding layer is 1282 for 3000 points input and
2563 for 10000 points input. The decoder for binary flag
prediction is a 5-layer multilayer perceptron. All internal
layers are 256-dimensional and have ReLU non-linearities.
The UDF layer is exactly the same as the decoder in NDF.
The § in Eq. 6 is set to 0.1, the A in Eq. 7 is set to 10. Dur-
ing training, we employ the Adam optimizer with a learning
rate of 1 x 10~%. During inference, the initial resolution of
the grid is 20 and is subdivided 3 times. The final resolu-
tion is 160°. The 7 in Sec. 3.3 is set to 2.

During data generation, we mainly follow the same strat-
egy as NDF [13]. Specifically, we first sample points
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Figure 4. Comparison of methods trained on watertight shapes. Our method can reconstruct watertight shapes with the same accuracy

as the state-of-the-art method.

IF-Net (Cut)

NDF (Cut)

Ours (Cut) Ours (Wireframe)

Figure 5. Reconstruction results of different methods on general shapes. Our method can reconstruct smooth, continuous surfaces, and

achieve a better visual effect than previous methods.

p? € R3 on the ground truth surfaces and add two ran-
dom displacements {n{,nl} ~ N(0,X) to produce pairs
of points {p{,p;}, ie., p{ = p{ +nd,p; = pj + nj,
where 3 € R3*3 is a diagonal covariance matrix with en-
tries 3; ; = 0. We adopt 3 different o of 0.005, 0.01, 0.03.
We also randomly sample 10% of the data in the 3D grid.
We report performances with different combinations of ¢
in Sec. 4.4. We employ the intersection algorithm from
CGAL [2] to calculate the ground truth binary flags.

4.2. Shape Reconstruction of Watertight Shapes

We first show the representation power of our method on
watertight shapes. We train and evaluate with the processed
data provided by DISN. Their data processing step closes
shape and removes all interior structures. In this experi-
ment, the input for all methods is 3000 points sampled from
the watertight data of the ShapeNet “Car” category. For a
fair comparison, the resolution of the encoding voxel grid
in both IF-Net and our method is 1283.

Figure 4 shows that our method can reconstruct a wa-
tertight shape with the same accuracy as the state-of-the-art
method. Note that OccNet uses a global code to represent

Chamfer distance | F-Score
Method Mean  Median | F100%5  F100!
Input 0.782 0.754 26.15  65.00

PSGN [19] | 2.251 2.018 433 2434
DMC [43] 5.963 3.654 3222 58.06
OccNet [47] | 3.251 2.386 2875 6541
IF-Net [12] | 0.260 0.125 86.70  96.50
NDF [13] 0.152 0.125 85.70  98.32
Ours 0.146 0.114 88.75 98.09

Table 1. Quantitative evaluation on watertight shapes. We train
and evaluate our method on the watertight data of the ShapeNet
“Car” category. We report the mean and median value of the
Chamfer distance, as well as F-Score at different thresholds. The
Chamfer distance results x10~*. Our method outperforms base-
lines in all but one metric.

the whole shape and outputs a smoother result which can be
wrong. As shown in the figure, the rear-view car mirrors of
the OccNet results differ significantly from the GT shape.
We also quantitatively compare our method to baselines in
Table 1 and show that GIFS outperforms baselines in all but
one metric.
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Figure 6. Zoom-in comparison of different methods on general
shapes. The surface in the reconstruction result of NDF is far from
smooth and contains holes.

Ours (Crop)

) 3\\—;, { )
X
4 4
hr € hr €
o ST i - g
g W : "2 g ~ REAV Ry,
_ b N . g
& =y
Ours Ours (Cut) Ours Ours (Cut)

Figure 7. Reconstruction results of multi-layer shapes on other
classes. Our method can reconstruct internal structures of various
shapes.

4.3. Shape Reconstruction of General Shapes

We show the reconstruction results of our method on

general shapes including multi-layer, and non-watertight
shapes. Since our method does not require a pre-processing
step (e.g., deep fusion), it can directly train and evaluate
with the raw ShapeNet data. We also do not lose accuracy
due to this step. In this experiment, we mainly compare our
method to the NDF, the previous method aimed at modeling
general shapes. For a fair comparison, the resolution of the
encoding voxel grid in both NDF and our method is 2563.
The input is 10000 points sampled from the raw data of the
ShapeNet “Car” category.
Qualitative analysis. Figure 5 shows reconstruction results
of two multi-layer cars from the test set. Traditional im-
plicit neural representations are limited to single-layer, wa-
tertight shapes, so all the internal structure of the car is lost
in the IF-Net results. NDF can represent general shapes, but
its network output is a point cloud and relies on the ball-
pivoting algorithm to obtain mesh. Even with carefully se-
lected thresholds, the surface in the reconstruction result of
NDEF is still far from smooth and has a number of holes. In
contrast, our method is able to reconstruct a flat, continuous
surface, and thereby achieve a better visual effect. This can
be observed more clearly in the zoom-in comparison in Fig-
ure 6. Note that the NDF visualization code also includes
a filter to close holes, while our method does not apply any
filter.

Figure 7 shows the reconstruction results of multi-layer
shapes on other classes. Our method can reconstruct the
chairs in the bus and the airplane or the bowl in the mi-
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Figure 8. Reconstruction results of non-watertight shapes on
other classes. The non-watertight shapes are difficult for tradi-
tional implicit neural representations to reconstruct.

Chamfer distance | F-Score 1
Method Mean  Median | F10005 F1001
Input 0.363 0.355 48.50 88.34
Watertight GT | 2.628 2.293 68.82  81.60
NDF [13] 0.126 0.120 88.09 99.54
Ours 0.128 0.123 88.05 99.31

Table 2. Quantitative evaluation on general shapes. We train
and evaluate our method on the raw data of the ShapeNet “Car”
category. Our method achieves comparable performance with the
state-of-the-art method.

crowave. Figure 8 shows the reconstruction results of non-
watertight shapes. Our method can represent cans with a
hole and bag, which are difficult for the traditional implicit
function to represent.

We also apply our model to garment reconstruction.
Without retraining nor fine-tuning the model, we directly
inference on MGN [6] dataset. The reconstruction results
are shown in Figure 9. From the top view, we can see the
garments are non-watertight as well.

Quantitative evaluation. As shown in Table 2, we also
quantitatively evaluate our method and find that GIFS
achieves comparable performance with the state-of-the-art
method NDF. Here, the evaluation of NDF is performed on
point clouds without topologies rather than meshes. We also
sample points from the watertight ground truth shapes and
report its metric (watertight GT in table). We consider this
as the upper bound of the traditional implicit function.

Speed comparison. The limitation of NDF is not only the
lack of continuity on the surface but also the extremely slow
running speed. This is due to that the ball-pivoting [5] al-
gorithm used by NDF requires a large number of nearest-
neighbor searches, normal calculation, and surface fitting.
In the experiment, we use the default 1 x 10% points and
the parameters provided by NDF.! The platform for NDF

! Using downsampled points or different parameters will reduce the run-
time, but it is also more likely to create non-smooth surfaces and holes.
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Ours Ours (Top view) GT

Figure 9. Reconstruction results on the MGN [6] dataset. Our
method allows the reconstruction of the non-watertight garments.

Method | Runtime | | Space |
NDF [13] 2593 s 40.57 MB
Ours 53s 2.43 MB

Table 3. Algorithm efficiency analysis. Our method has a
tremendous improvement in temporal and spatial efficiency over
the previous method without losing accuracy.

mesh conversion is a PC with a 6-Core 2.6 GHz CPU and
the platform for the network inference is the RTX 2080 Ti.
We report the runtime of NDF and our method in Table 3.
Note that the runtime here consists of both network infer-
ence and mesh generation. With the unoptimized code, our
method has a tremendous advantage over the NDF.

Space comparison. Similarly, a large number of points or
the complex mesh generated by the ball-pivoting algorithm
is also spatially inefficient. We statistics the average size of
the files generated by both methods and report the result in
Table 3.

4.4. Ablation Study

Architecture. We mainly ablate the UDF branch and the
mesh refinement and report the results in Table 4. The ex-
periment is conducted on watertight ShapeNet data, and
the resolution of the encoding voxel grid is 128%. We ob-
serve that both modules play an important role in our frame-
work. The unary UDF loss is complementary to our pair-
wise GIFS loss. The mesh refinement enables the generated
mesh to be closer to the decision boundary.

Surface extraction. We evaluate the performance of dif-
ferent 3D grid sizes in surface extraction. Table 5 shows
how the accuracy and speed change with the different reso-
lution of the 3D grid. We achieve better reconstruction with
a higher resolution of the 3D grid. Thanks to the coarse-
to-fine paradigm, the memory and computation cost do not
have an exponential growth but instead only increase for a
reasonable amount.

Sampling strategy. We compare the performance of dif-
ferent o during data generation (see Sec 4.1) and report the
results in Table 6. Our method is robust to different sam-
pling strategies.

Chamfer distance | F-Score 1
Method Mean Median F10005 1001
w/o UDF 0.227 0.206 73.38 9742
w/o Refine | 0.152 0.121 87.98 97.93
Full model | 0.146 0.114 88.75  98.09

Table 4. Ablation study. Both UDF branch and mesh refinement
boost the performance.

CDh | F-score 1 Efficiency |
Res |Mean Median | F1995 F1001 | Time  Space
80° |0.445 0.231 | 70.30 97.66 | 12s 0.43 MB
1602 [ 0.128 0.123 | 88.05 99.31| 53s 2.43 MB
240% 1 0.125 0.121 | 88.83 99.36|121s 7.00 MB
3203 10.123 0.119 | 89.10 99.36 | 182s 11.51 MB

Table 5. Surface extraction. We compare the performance of
different 3D grid sizes in surface extraction. Our method achieves
better reconstruction with a higher resolution of the 3D grid.

Chamfer distance | F-score 1
o Mean  Median | F10005 F1001
0.005, 0.01, 0.03 | 0.128 0.123 88.05 99.31
0.003, 0.01, 0.03 | 0.131 0.126 87.22  99.37
0.01, 0.03 0.137 0.131 87.36  98.90

Table 6. Sampling strategy. We compare the performance of
different o during data generation (see Sec 4.1). Our method is
robust to different sampling strategies.

5. Discussion

Conclusion. In this paper, we introduce a generalized shape
representation and its corresponding neural network GIFS.
GIFS allows the reconstruction of high-quality general ob-
ject shapes including watertight, non-watertight, and multi-
layer shapes. We also devise an algorithm to directly extract
mesh from GIFS. Experiments demonstrate that GIFS not
only achieves state-of-the-art performance in both water-
tight and general shapes but also shows advantages in terms
of efficiency and visual effect. We believe that GIFS takes
a step towards general shape representation.

Limitations and future work. We describe two limita-
tions: (i) In our surface extraction algorithm, an assump-
tion exists that at sufficiently small scales the surface can be
divided into two classes. For general shapes, however, the
assumption does not guarantee to hold when the resolution
of the grid is low. (ii) Our running speed, limited by surface
extraction based on brute-force strategy and simple loops,
is still far from real-time. We also point out two possible
research directions. (i) Improving the smoothness of the
generated surface using the first and second-order gradients
of the implicit field. (ii) Accelerating network inference and
surface extraction using parallel computing.
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