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Abstract

Handwritten mathematical expression recognition
(HMER) is a challenging task that has many potential
applications. Recent methods for HMER have achieved
outstanding performance with an encoder-decoder archi-
tecture. However, these methods adhere to the paradigm
that the prediction is made “from one character to an-
other”, which inevitably yields prediction errors due to
the complicated structures of mathematical expressions
or crabbed handwritings. In this paper, we propose a
simple and efficient method for HMER, which is the first
to incorporate syntax information into an encoder-decoder
network. Specifically, we present a set of grammar rules for
converting the LaTeX markup sequence of each expression
into a parsing tree; then, we model the markup sequence
prediction as a tree traverse process with a deep neural
network. In this way, the proposed method can effectively
describe the syntax context of expressions, alleviating the
structure prediction errors of HMER. Experiments on three
benchmark datasets demonstrate that our method achieves
better recognition performance than prior arts. To further
validate the effectiveness of our method, we create a large-
scale dataset consisting of 100k handwritten mathematical
expression images acquired from ten thousand writers. The
source code, new dataset†, and pre-trained models of this
work will be publicly available.

1. Introduction
With the development of deep learning methods, the ex-

isting text recognition approaches are good at handling text
lines in an image-to-sequence manner [24–26, 35]. How-
ever, they may fail to deal with complicated structures
such as mathematical expressions (ME). This paper inves-
tigates offline handwritten mathematical expression recog-
nition (HMER), an important OCR task required by many

*Authors contribute equally.
†https://ai.100tal.com/dataset
‡Corresponding author

applications like office automation, answer sheet correc-
tion, and assistance for visually disabled persons to under-
stand mathematics. HMER is quite challenging, as a 2D
structure relationship is essential for understanding mathe-
matical expressions, which is seldom considered in previ-
ous deep learning-based methods. Besides, the ambiguities
brought by handwritten input further increase the difficulty
of HMER.

Early works have well studied ME’s syntax structures,
and the proper grammars are defined for HMER [1, 6, 14,
34]. These grammars are only used for grouping the rec-
ognized symbols into a structural output, heavily relying on
the performance of symbol recognition. Moreover, as these
methods are mainly designed with handcraft features, their
performance is far from the requirement of real-world ap-
plications.

Due to the recent advancement of deep neural networks,
some recent studies [8, 39, 43] handle HMER as an image-
to-sequence prediction procedure using an encoder-decoder
architecture, achieving significant performance improve-
ments. However, these methods more or less neglect the
syntax information contained in MEs. To clearly illustrate
this limitation, we take two recent network architectures as
examples in Fig. 1. Zhang et al. [43] propose the Watch,
Attend and Parse (WAP) method that employs a fully con-
volutional network to encode handwritten images and a re-
current neural network as the string decoder to generate se-
quence outputs (Fig. 1(a)). [42] (DWAP-TD) attempt to
consider the syntax information by decomposing the target
syntactic structure tree into a sequence of sub-trees, where
each sub-tree is composed of a parent node and a child node
(Fig. 1(b)). Though DWAP-TD can produce the output of a
tree structure, it still follows the “from one character to an-
other” paradigm that the next symbol prediction is mainly
based on the current symbol. We argue that such methods
don’t explicitly consider the syntactic relationship of MEs
in the learning process, which lacks the syntax constraints
for generating a reasonable tree prediction.

To solve structure prediction error and improve the com-
plex syntax tree understanding, we propose an elaborate
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Figure 1. Comparison of different architectures: (a) An
encoder-decoder framework WAP (b) A tree decoder DWAP-TD
(c) Our model Syntax-Aware Network (SAN)

grammar, which can naturally divide a syntax tree into dif-
ferent components and efficiently reduce tree structure am-
biguity. Then, we establish an encoder-decoder network
named syntax-aware network (SAN), which incorporates
grammatical constraints and feature learning in a unified
framework. Our intuition is that an ideal HMER model
should parse handwritten mathematical expression images
according to syntactic relationships, meanwhile effectively
alleviating prediction errors caused by complex structures
and crabbed writings. As shown in Fig. 1 (c), the prediction
process of SAN follows the traverse process of a grammar
tree, whose subtree is a significant component of a math-
ematical expression. In this manner, the syntactic relation-
ship of adjacent components can be encoded in the proposed
SAN model. Consequently, the prediction of SAN is made
from one component to another component during the pars-
ing procedure.

To evaluate the proposed SAN, we conduct the experi-
ments on the three popular datasets, CROHME 2014 [20],
CROHME 2016 [21] and CROHME 2019 [19]. To fur-
ther confirm the effectiveness of SAN, we collect and an-
notate a large-scale dataset for the evaluation, termed as
HME100K. HME100K contains 100k handwritten math-
ematical expression images from ten thousand writers,
mainly captured by cameras. Compared with the CHROME
datasets [19–21], the data size of HME100K is increased
tenfold. The results on CHROME 2014, CHROME 2016,
CHROME 2019 and HME100K show that our method con-
sistently achieves higher recognition rates over the state-of-
the-art methods, demonstrating the advantage of embedding
syntax cues for HMER.

The main contribution of this paper is the proposed
syntax-aware network, which effectively embeds syntac-
tic information into deep neural networks at the first time.
Another contribution of this paper is the proposed large
and diverse dataset HME100K. Compared with the exist-
ing benchmark datasets, our dataset includes the HME with
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Figure 2. Sample Recognition Results of SAN and DWAP-TD.
The SAN heatmaps indicate the model is focused on different
components. The characters in red refer to the lost component
during the prediction.

longer lengths and more complicated structures, making it
useful to promote more robust algorithms toward real-world
applications.

2. Related Work
HMER is a critical branches of document analysis and

recognition that can be applied to recognize answer sheets
of mathematics and digitize numerous kinds of scientific
literature. Compared with conventional handwriting text
recognition, HMER is a more challenging task due to ambi-
guities coming from handwriting style, the two-dimensional
structures complexity, and irregular scales of handwritten
mathematics symbols. Therefore, HMER can be divided
into three major challenging tasks [5, 22, 36]: grouping
strokes of the same symbol by segmentation, recognizing
the symbols, and grammar-guided symbols structural re-
lationship analysis to generate a mathematical expression.
Traditional HMER methods tried to solve these challenges
sequentially and globally.

The sequential methods [1,4,5,10,12,13,28,30,37] first
segment input expression into mathematical symbols, clas-
sify each symbol separately, and then the structural relation-
ship analysis recognize the mathematical expression. These
methods employed classification techniques such as HMM
[1,10,13,30], Elastic Matching [4,28], Support Vector Ma-
chines [12], and tree transformations [37]. On the other
hand, the global approaches [2,3,17] apply a comprehensive
strategy to learn mathematical symbols and their structural
relationship analysis, while segmenting the symbols implic-
itly. These methods handle HMER as a global optimization
of mathematical expression segmentation, symbol recogni-
tion, and structure of the expression identification based on
the symbol recognition results.

Recent deep learning-based HMER methods can be
roughly classified into the sequence-to-sequence approach
and the tree-structure approach. Most HMER methods ex-
tensively adopt the sequence-to-sequence approach. The
authors in [8, 15, 16, 23, 27, 29, 39, 40, 40, 43, 46] proposed
an attention-based sequence-to-sequence model to convert
the handwritten mathematical expression images into rep-
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a and (b) the parse tree. In the figure, the strings refer to non-terminal symbols in blue,

terminal symbols in red, relations in yellow, and empty in grey.

resentational markup language LaTeX. Recently, Wu et
al. [31] designed a graph-to-graph(G2G) model that ex-
plores the HMEs structural relationship of the input formula
and output markup, which significantly improve the perfor-
mance. The sequence-to-sequence approach improved the
HMER performance. However, it lacks syntactic relation-
ship awareness due to its inherited 1D nature, which causes
inevitable prediction errors when dealing with 2D HMEs.

The tree-structure approach employs a tree-structured
decoder to model the parent-child relationship of mathe-
matical expression trees explicitly. To recognize online
HME, Zhang et al. [44] proposed tree-structured based on
BLSTM, while Zhang et al. [41] proposed tree-structured
based on sequential relation decoder (SRD). On the other
hand, to recognize offline HEMs, Zhang et al. [42] proposed
a tree-structured decoder that attempts to consider the gram-
matical information by decomposing the target syntactic
structure tree into a sub-tree sequence, where each sub-tree
has a parent-child relationship. Generally, a tree-structured
decoder exhibits better robustness compared to a string de-
coder. However, the existing tree-structured decoders have
two limitations. 1) The lack of holistic representation of
grammatical information in deep network feature learning.
2) The methods theoretically attempt to consider the syn-
tactic information; however, they couldn’t escape from the
vicious circle of the sequence-to-sequence string decoding
scheme in practice.

The difficulty of HMER mostly relies on considering
syntactic relationship complexity rather than symbol recog-
nition. Thus, we proposed a novel neural network archi-
tecture equipped with grammar rules that efficiently divides
a syntax tree into different components to alleviate errors
caused by tree structure ambiguity. The proposed method
learns the grammatical relationship between the structures
based on the grammar rules and navigates the syntax tree
to create components according to the structural relation-
ship. The key differences between our work and the exist-
ing tree-structured approaches are that (1) SAN integrates
syntax constraints representation into deep neural network

feature learning. (2) Our method is a holistic syntax-aware
approach that accurately identifies and locates components
of MEs with complex structural relationships. As shown
in Fig. 2, SAN locates and recognizes the given MEs cor-
rectly while DWAP-TD misses a component of MEs. (3)
SAN minimizes high computational costs by parsing one
component to another instead of the individual parent and
child nodes.

3. Syntax-Aware Network
Formally, a SAN can be defined as a 7-tuple G =

(N,Σ, R, S,Γ, C,D), consisting of a finite set of non-
terminal symbols (N ), a finite set of terminal symbols (Σ),
a finite set of production rules (R), a start symbol (S), a fi-
nite set of relations (Γ), an encoder (C) and a decoder (D).
We design the grammar rules with two constraints: 1) It fol-
lows the standard reading orders: left-to-right, top-to-down.
2) The spatial relations between adjacent symbols are used.
For a pair of adjacent symbols of HME, there are nine possi-
ble relations in total (left, right, above, below, low left, low
right, upper left, upper right, inside). Due to constraint 1),
we have removed “left” and “low left”, and the rest 7 rela-
tions have been sustained to deal with all the cases of MEs
in our implementation. Even though a ME may correspond
to different LaTeX sequences, the syntax trees generated by
our grammar rules are the same due to the two constraints.

The SAN transforms an image into a parse tree, of which
the leaf nodes are terminal symbols or relations, and others
are non-terminal symbols. There are two non-terminal sym-
bols S and E, where S is the start symbol and servers as the
tree’s root. The terminal set Σ contains all symbols that
might be used in a LaTeX expression sequence.

The R production rule can be used to construct the parse
tree. The production rules are with the form of α → β,
where α ∈ N , β ∈ (Γ∪N ∪Σ)∗ and the asterisk represents
the Kleene star operation. Hence, a parent node (α) can
be split into a list of children nodes (β) containing terminal
symbols, non-terminal symbols and relations.
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R has two production rules. The first rule is an S produce
1) an arbitrary terminal symbol followed by an S on the
right, 2) an E or, 3) an empty string indicated by ε:

S → σS|E|ε, (1)

where σ ∈ Σ is an arbitrary terminal symbol and “|” sepa-
rates alternatives. The second rule is an E produces a string
for each type of relation and then concatenates them. The
string can be the relation followed by an S, or an empty
string:

E → [((γ1)S|ε), . . . , ((γ7)S|ε)], (2)

where γi ∈ Γ is the ith type of relation in Γ, and [·] is the
concatenation operator.

Fig. 3 illustrates the possible parsing procedure of an
expression with the production rules. To understand those
rules intuitively, regard S as an expression andE an extend-
able structure. Assume that an expression may contain mul-
tiple extendable structures, whereas each extendable struc-
ture can be extended to multiple expressions with spatial
relations. Moreover, the production rule is associated with
a probability conditioned on the input image and the con-
text state of the parent node. Specifically, the conditional
probability is defined as

p(α→ β|c(α), X) = Dα→β(c(α), E(X)), (3)

where X is the input image, E(X) is the output of encoder,
c(α) is the context state of α (will be detailed in Sec. 3.2)
and Dα→β(·) is the output of decoder that corresponds to
the production rule.

As illustrated in Algorithm 1, given the SAN parame-
ters and an input image, a tree traverse is implemented with
a stack. Specifically, the implemented stack can guarantee
the training process according to the traversal order on a
syntax tree. Similarly, the prediction process is also imple-
mented by stacking step by step. The encoder takes an input
image and down-samples it. Then based on the grammar
rules, identify an expression and its extendable structures;
meanwhile, the decoder calculates and selects the produc-
tion rule with the highest probability. Consequently, gener-
ate new expressions with extendable structures and update
the parse tree of the image in the LaTeX sequence. Once
the parse tree is found, the recognition result can be ac-
quired by traversing the tree in preorder. The remaining
parts of this section focus on encoder, decoder, attention
mechanism, and parameter learning.

3.1. Encoder

We use the densely connected convolutional network
(DenseNet) [11] as the encoder. The DenseNet is an FCN
that connects all networks in a feed-forward style and rein-
forces feature propagation and reuse by guaranteeing maxi-
mum information flow between layers in the network. Con-
sequently, the FCN can handle an image of arbitrary size,

Algorithm 1 Inference process of SAN
Input: SAN parameters; The input image
Output: The parse tree of the image
Encode the image
Push S and its context state onto the top of the stack

while the stack is not empty do
1. Pop a non-terminal symbol or relation together with
its context state from the top of the stack
2. Use the decoder to calculate the conditional probabili-
ties of the production rules
3. Select the production rule with the highest conditional
probability
4. Push each newly produced non-terminal symbol or
relation in the rule with the context state onto the top of
the stack
5. Update the parse tree with the selected production rule
end while

return the parse tree

making it appropriate for HMER since the sizes of hand-
written images are usually in random sizes.

As a result, the encoder takes a gray-scale imageX , with
size of 1 ×H ×W , where H and W are height and width
respectively, and returns a C ×H/ζ ×W/ζ matrix, where
C is the channel number and ζ is the down-sampling factor.
Then the encoding is represented as E(X) = [e1, . . . , eL],
where L = H/ζ × W/ζ and ei ∈ RC . Each element of
E(X) is related to a local region of the image. In our im-
plementation, C is set as 684 and ζ is set as 16.

GRU-β

Syntax-Aware
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GRU-α +
Linear

Softmax

Sigmoid

Linear

Linear

Linear
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Figure 4. Syntax-Aware Decoder: Consisting of GRU-α, GRU-β,
and the Syntax-Aware Attention Module.

3.2. Syntax-Aware Decoder

As illustrated in Fig. 4, the decoder mainly consists
of two Gated Recurrent Units (GRU) cells [7] (indicated
by GRU-α, GRU-β) and a syntax-aware attention module.
Given the context state of a non-terminal symbol α and the
encoding vector E(X), the decoder returns the probability
of each production rule that begins with α.

We use a historical state and a partner state to describe
the context state of the current parsing non-terminal sym-
bol. The historical state cαh is used to keep track of the in-
formation of how the non-terminal symbol α is produced.
In addition, the word embedding of the latest generated ter-
minal symbol or relation is used as the partner state cαp of
the non-terminal symbol to capture the short-term contex-
tual information. The first GRU-α takes cαp as the input
vector and cαh as the hidden vector, and outputs a new hid-
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den vector cαo :

cαo = GRU(cαp , c
α
h). (4)

Then the attention module calculates a compact visual fea-
ture

Ω = Att(E(X), cαo , attα(X)), (5)

where Att(·) is the attention function and attα(X) is the
syntax-aware attention vector which is detailed in Sec 3.3.
The second GRU-β takes Ω as the input vector and cαo as
the hidden vector, and outputs a new hidden vector cαβ :

cαβ = GRU(Ω, cαo ). (6)

We then aggregate cαp , cαβ and Ω to predict two branches of
probabilities:

psymbol(α→ β|c(α), X) =

softmax(Ws(Wpc
α
p +Wgc

α
β +WtΩ))

(7)

prelation(α→ β|c(α), X) =

sigmoid(Wr(Wpc
α
p +Wgc

α
β +WtΩ))

(8)

where Ws, Wp, Wg , Wt and Wr are learnable parameters.
psymbol(α→ β|c(α), X) is a probability vector with |Σ|+2
dimensions. Note that there are three scenarios 1) |Σ| di-
mensions for predicting terminal symbols, 2) one dimen-
sion for predicting E, and 3) one dimension for predicting
an empty string. For the first scenario, if the prediction of a
terminal symbol (σ) has the highest probability, then apply
the rule of S → σS to update the parse tree, use the word
embedding of σ as the partner state of the newly generated
S, and cαβ as its historical state. For the second scenario, if
the prediction of E has the highest probability, then apply
prelation(α→ β|c(α), X) to predict the probability of each
relation. The relations with probabilities higher than 0.5 are
sustained, and others are thrown away. For each remaining
relation, we use the embedding of the relationship as the
partner state of the following S, and use cαβ as the histori-
cal state. Moreover, there is no need to consider parsing an
E, because it has already been acquired from the relation
branch. For the third scenario, if the empty string has the
highest probability, we update the parse tree with the rule
of S → ε.

3.3. Syntax-Aware Attention Module

Instead of using the entire image feature for decoding,
the attention module calculates a compact visual feature
with the attention mechanism. We first compute a normal-
ized weight for each local region of the image, and then use
the weighted average to aggregate the local features. We use
the image encodingE(X), the hidden state cαo and a syntax-
aware attention vector attα(X) to calculate the normalized
weight vector:

ξα = softmax(Ww(tanh(Woc
α
o+

Wαattα(X) +WeE(x)))),
(9)

where Ww, Wo, Wα and We are learnable parameters, and
ξα is a vector of length L. The compact visual feature

Att(E(X), cαo , attα(X)) = E(X)ξα (10)

is computed by the matrix product. Unlike [42, 43], which
used a coverage vector based on the sum of all past attention
probabilities, SAN does not keep track of all past attention
probabilities. The attention drift problem happens because
the attention probabilities of the numerator give no infor-
mation for parsing the denominator but appear as the noise.
Instead, we sum up the past attention probabilities along the
path from the root of the parse tree to the current parsing
node but not all past attention probabilities. Therefore, we
calculate the syntax-aware attention vector as follows:

attα(X) =
∑
i

ξi, i ∈ pathα. (11)

The syntax-aware attention vector can be efficiently
traced by storing it as intermediate information with the
stack.

An attention self-regularization strategy is used to cor-
rect the attention. We use an additional reversed decoder
to predict the parent node of each given child node. The
reversed decoder shares the same structure with the origi-
nal one but operates the data in reverse. Thus we have two
normalized weight vectors for predicting each non-terminal
node β, the forward ξα and the reversed ξ̂η , where α is the
parent of β and β is the parent of η. We use a Kullback-
Leibler (KL) divergence to regularize them

Lreg = −
∑
β

ξ̂η log
ξ̂η
ξα
. (12)

The reversed decoder is jointly trained with SAN but is
omitted during inference to skip additional inference time.

3.4. Parameter Learning

SAN is trained end-to-end under a multi-task setting, that
aims to minimize the sum of symbol loss (Lsymbol), relation
loss (Lrelation), reversed symbol loss (Lrevsymbol) and atten-
tion self-regularization loss (Lreg).

We use the teacher forcing strategy for accelerating con-
vergence. The ground-truth parse tree is obtained for each
training image by parsing the LaTeX sequence with the
depth-first-search algorithm. Thus, a list of parent-children
samples is acquired from the parse tree. Afterward, deal
with each sample sequentially according to the preorder of
the tree until the entire tree is processed. Likewise, we use
the reversed decoder to predict the parent node of each given
child node. Then using the ground-truth labels, we calcu-
late the symbol, reversed symbol and the relation losses.
The attention self-regularization loss can be calculated by
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Table 1. Statistical comparison of the HME100K and CROHME2019 dataset. “Max Length” and “Avg Length” mean the maximum length
and average length of the mathematical expression.

Dataset Train Size Test Size Symbol Class No. Max Length Avg Length Writer No.
HME100K 74,502 24,607 245 184 17.62 ∼10K

CROHME2019 8,836 1,199 101 96 15.79 ∼100

(12). Thus we can optimize the parameters by minimizing
the following objective function with backpropgation

L = Lsymbol + Lrelation + Lrevsymbol + Lreg. (13)

4. The HME100K Dataset
This section presents the new dataset HME100K, con-

sisting of 74,502 images for training and 24,607 images for
testing with 245 symbol classes, as shown in Table 1. Com-
pared to CRHOME 2019 [19] dataset, the data size is in-
creased tenfold. The data were collected from tens of thou-
sands of writers who wrote the MEs on papers and uploaded
them to an internet application.

As tens of thousands of writers participate in writing
MEs, the variety of writing styles creates unique features to
our MEs dataset. Consequently, our dataset HME100K be-
comes more authentic and realistic with variations in color,
blur, complicated background, twist, illumination, longer
length, and complicated structure. Samples images from
the dataset are shown in Fig. 5(b-h). Furthermore, the max-
imum character length in HME100K is 184, which is almost
twice longer than CROHME. HME100K also has a longer
average sequence length than CROHME. For additional in-
formation about the HME100K dataset, please refer to the
supplementary materials.

(a) CROHME

(c) Blur

(f) Poor Illumination

(b) Color

(e) Twist

(d) Complicated BG

(g) Long length (h) Complicated Structure

Figure 5. Sample images from (a) the CROHME dataset and (b-h)
the HME100K dataset.

5. Experiments
We evaluate our method performance on two CROHME

benchmark datasets and the proposed HME100K and make
the comparison with the state-of-the-art methods.

5.1. Datasets

We use the Competition on Recognition of Online Hand-
written Mathematical Expressions (CROHME) benchmark,

which currently is the most widely used public dataset for
handwritten mathematical expression to train and validate
the HMER model. We convert the handwritten stroke tra-
jectory information in the InkML files into image format
for the training and test sets. Sample of CROHME images
is shown in (Fig. 5(a)).

The CROHME training set consists of 8,836 expressions,
including 101 math symbol classes, while the test set num-
ber of expressions are different according to the year they
were published. We evaluate our model on CROHME 2014
test set [20], CROHME 2016 test set [21] and CROHME
2019 test set [19] contain 986, 1147 and 1199 expressions
respectively.

5.2. Implementation Details

The proposed model SAN is implemented in PyTorch.
All experiments are conducted on a single Nvidia Tesla
V100 with 32GB RAM, and the batch size is set at 8. The
hidden state sizes of the two GRUs are set at 256. The di-
mensions of word embedding and relation embedding are
set at 256. The Adadelta optimizer [38] is used during the
training process, in which ρ is set at 0.95 and ε is set at 10−6.
The learning rate starts from 0 and monotonously increases
to 1 at the end of the first epoch. After that the learning rate
decays to 0 following the cosine schedules [45]. Follow-
ing most previous works, no data augmentation is applied
during training for the fair comparisons.

5.3. Evaluation Protocol

Recognition Protocol. Expression recognition rate (Ex-
pRate) is the widely used recognition protocol for mathe-
matical expression recognition, defined as the percentage
of predicted mathematical expressions accurately matching
the ground truth. ExpRate ≤ 1 and ≤ 2 indicate the ex-
pression recognition rates are tolerable at most one or two
symbol-level errors.
Structure Recognition Protocol. Expression Structure
Prediction Rate (ESPR) is used as the structure recognition
protocol. ESPR is calculated by the percent of MEs whose
structure is recognized correctly irrespective of symbol la-
bels.

5.4. Comparisons with State-of-the-arts

In this subsection, we measure our proposed method
on CROHME 2014, CROHME 2016 and CROHME 2019
datasets and compare the performance with other state-of-
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Table 2. Expression Recognition Rate (ExpRate) and Expression Structure Prediction Rate (ESPR) performance of our model and other
state-of-the-art methods on CROHME 2014 and CROHME 2016. All results are reported as a percentage (%). Our model achieves the
best performance on all public datasets. ? indicates the methods that used data augmentation during the training process.

Method CROHME 2014 CROHME 2016 CROHME 2019
ExpRate ≤1 ≤2 ExpRate ≤1 ≤2 ExpRate ≤1 ≤2

WYGIWYS [8] 36.4 - - - - - - - -
WAP [43] 40.4 56.1 59.9 44.6 57.1 61.6 - - -
PAL [32] 39.7 56.8 65.1 - - - - - -

PAL-v2 [33] 48.9 64.5 69.8 49.6 64.1 70.3 - - -
PGS [16] 48.8 66.1 73.9 36.3 - - - - -
TAP [40] 48.5 63.3 67.3 44.8 59.7 62.8 - - -
DLA [15] 49.9 - - 47.3 - - - - -

DWAP [39] 50.1 - - 47.5 - - - - -
DWAP-MSA [39] 52.8 68.1 72.0 50.1 63.8 67.4 47.7 59.5 63.3
DWAP-TD [42] 49.1 64.2 67.8 48.5 62.3 65.3 51.4 66.1 69.1
WS-WAP [27] 53.7 - - 52.0 64.3 70.1 - - -

MAN [29] 54.1 68.8 72.2 50.6 64.8 67.1 - - -
RBR [27] 53.4 65.2 70.3 52.1 63.2 69.4 53.1 63.9 68.5

DWAP + CTC [23] 51.0 - - 50.0 - - - - -
BTTR [46] 54.0 66.0 70.3 52.3 63.9 68.6 53.0 66.0 69.1

Li et al. [18]? 56.6 69.1 75.3 54.6 69.3 73.8 - - -
Ding et al. [9]? 58.7 - - 57.7 70.0 76.4 61.4 75.2 80.2

SAN 56.2 72.6 79.2 53.6 69.6 76.8 53.5 69.3 70.1
SAN? 63.1 75.8 82.0 61.5 73.3 81.4 62.1 74.5 81.0

the-art methods. Most of the previous methods do not use
data augmentation, so we mainly focus on the results pro-
duced without data augmentation. Note that our method is
not with the beam search process to obtain additional per-
formance improvements.
Evaluation on CROHME dataset As shown in table 2,
our method achieves state-of-the-art performance on all
CROHME datasets. SAN outperforms MAN [29] by 3.1%,
BTTR [46] by 1.3% and BTTR [46] by 0.5% on CRHOME
2014, 2016 and 2019, respectively. In addition to ExpRate,
SAN outperforms other state-of-the-art methods by a larger
margin in ESPR. Thus, the SAN achievement demonstrates
that incorporating syntax information into HMER neural
network is effective and efficient.

Table 3. Performance of our model versus DWAP, DWAP-TD
and BTTR on Easy (E.), Moderate (M.) and Hard (H.) HME100K
test subsets. Inference speed reported as FPS means frames per
second. The last column shows the parameter numbers of each
model. The number in bold font corresponds to the best perfor-
mance, and the second-best result is shown with an underline. Our
model achieves the best performance on the HME100K dataset.

HME100K E. M. H. Total FPS P.N.
Image size 7721 10450 6436 24607 - -
DWAP [39] 75.1 62.2 45.4 61.9 23.3 4.8M

DWAP-TD [42] 76.2 63.2 45.4 62.6 6.9 8.0M
BTTR [46] 77.6 65.3 46.0 64.1 3.9 6.5M

SAN 79.2 67.6 51.5 67.1 23.9 8.9M

5.5. Evaluation on HME100K

Dataset Division. For mathematical expressions, the struc-
tural complexity (S.C.) [44] and character length (C.L.) sig-
nificantly affect the model performance. With this in mind,

we carefully allocate our test dataset into three subsets by
difficulty. The allocation criteria is as follow:

Easy, S.C. ∈ [0, 1] & C.L. ∈ [1, 10)

Moderate, S.C. ∈ [0, 1] & C.L. ∈ [10, 20)

Hard, otherwise
Comparisons with previous methods. In this subsec-
tion, we compare our proposed method with DWAP [39],
DWAP-TD [42] and BTTR [46] on HME100K dataset. In
order to be consistent with the reported inference process,
DWAP-TD [42] and BTTR [46] use beam search, while
DWAP [39] doesn’t. Specifically, as shown in table 3, our
method outperforms BTTR [46] by 1.6% on easy subset.
However, as the difficulty of the test subset increases, the
leading margin of our method increases to 5.5% on the hard
subset. The measurements of performances on different test
subsets prove the superior robustness and structural aware-
ness of our method.

In addition to the recognition accuracy, we evaluate
the inference speed of our model against DWAP [39] and
DWAP-TD [42] as summarised in table 3. We measure
the inference speeds in frame per second (FPS) on an
HME100K test set via an Nvidia Tesla V100. Impressively,
SAN is 3.5 times faster than DWAP-TD [42], while 2.6%
faster than DWAP [39], which indicates the efficiency of
our method in minimizing computational costs.

5.6. Ablation Study

In this subsection, we perform ablation studies to analyze
the impact of grammar syntax and syntax-aware attention
modules. We trained all models from scratch and evalu-
ated their performance on three datasets. SAN is the default
model, while SAN-GS has the syntax-aware decoder but

74559



Table 4. Ablation studies on CROHME datasets and HME100K
datasets. The effect of recognition performance with regard to the
two basic parameter settings: grammar syntax (G.S.) and syntax-
aware attention (S.A. Attention). (3) denotes the module exis-
tence while (5) indicates the module absence.

Model G.S. SA. Attention ExpRate Dataset
Baseline 5 5 49.1 CROHME

2014SAN GS 3 5 55.3
SAN 3 3 56.2

Baseline 5 5 48.5 CROHME
2016SAN GS 3 5 52.8

SAN 3 3 53.6
Baseline 5 5 51.4 CROHME

2019SAN GS 3 5 53.0
SAN 3 3 53.5

Baseline 5 5 62.6 HME100KSAN GS 3 5 66.5
SAN 3 3 67.1

adopts coverage attention in the attention module instead
of syntax-aware attention. The results are summarized in
Table 4.
Impact of Grammar Syntaxes. Table 4 shows the integra-
tion of grammar syntaxes to baseline improves the recog-
nition performance ExpRate by 6.2% on CROHME 2014,
4.3% on CROHME 2016, 1.6% on CROHME 2019, and
3.9% on HME100K. Hence integrating grammatical con-
straints into the baseline model achieved improvements on
all datasets, and this proofs the significance of grammar
syntaxes incorporation to the decoder.

a

𝑬

1

a

2
(b) syntax-aware attention(a) coverage-attention

𝑬

output: output:

Figure 6. Examples of (a) Converge-Attention and (b) Syntax-
Aware Attention. The current recognized symbol is printed below
each image. “E” indicates the non-terminal symbol (Eq.(1)).

Impact of Syntax-Aware Attention. As it is illustrated
in Table 4, incorporating syntax-aware attention on top
of grammar syntaxes increases the recognition perfor-
mance rate ExpRate by 7.1% on CROHME 2014, 5.1% on
CROHME 2016, 2.1% on CROHME 2019, and 4.5% on
HME100K from the baseline.

Furthermore, as shown in Fig. 6, we compare the cov-
erage attention and syntax-aware attention through a qual-
itative example. The images extracted from the predic-
tion steps of coverage-attention and syntax-aware attention

models illustrate how each model focuses on the target at
each step. As shown in (Fig. 6(a)), the coverage atten-
tion model wrongly focuses on the region of the symbol
“1”, predicting a redundant sub-tree that doesn’t exist in the
predicted position. In contrast, the syntax-aware attentions
model predicts an appropriate location that coincides with
human intuitions (Fig. 6(b)).

6. Limitation
As it is illustrated in Fig. 7, distorted and sticking com-

ponents of ME can cause failure to SAN prediction, which
leads to the under/over translation. Fig. 7 gives four typical
examples on CROHME (a and b) and HME100K (c and d)
dataset.

y _ { i + 1 } = y _ { i } + \int _ { x _ { i } } ^ { 
x _ { i + 1 } } f d x

\lim _ { x \rightarrow \infty } \frac { 4 2 n ̂  { 2 } + 3 n + 
1 } { 3 } \frac { 2 n ̂  { 2 } + 3 n + 1 } { n ̂  { 2 } }

f ^ { \prime } ( x ) = 2 a + \frac { b } { x ^ 
{ 2 } } + \frac { 1 } { x }

\frac { 4 \times 1 2 + ( 8 - 4 ) \times 3 } { 4 8 } + \frac 
{ ( 8 - 4 ) \times 3 } { 4 } \times 3 = 6 0

(a) CROHME (b) CROHME

(c) HME100K (d) HME100K

Figure 7. Limitation sample examples with the ground truth and
recognition results of SAN. Characters in red color are mispredic-
tions.

7. Conclusions
This paper has presented an unconventional method for

handwritten mathematical expression recognition by com-
bining syntax information and visual representations to
make robust predictions. To our best knowledge, the pro-
posed syntax-aware network is the first to effectively incor-
porate the grammar rules into deep feature learning. Our
method not only predicts LaTeX markup results but also di-
rectly produces the tree structure output that can precisely
describe the component relationship of mathematical ex-
pressions. Experiments on the benchmark datasets and the
proposed HME100K dataset have validated the effective-
ness and efficiency of our method. In our future work, we
are interested in extending the proposed method to recog-
nize other complicated structure objects.
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