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Abstract

3D dense captioning aims to describe individual objects
in 3D scenes by natural language, where 3D scenes are usu-
ally represented as RGB-D scans or point clouds. However,
only exploiting single modal information, e.g., point cloud,
previous approaches fail to produce faithful descriptions.
Though aggregating 2D features into point clouds may be
beneficial, it introduces an extra computational burden, es-
pecially in the inference phase. In this study, we investigate
a cross-modal knowledge transfer using Transformer for
3D dense captioning, namely X-Trans2Cap. Our proposed
X-Trans2Cap effectively boost the performance of single-
modal 3D captioning through the knowledge distillation en-
abled by a teacher-student framework. In practice, during
the training phase, the teacher network exploits auxiliary
2D modality and guides the student network that only takes
point clouds as input through the feature consistency con-
straints. Owing to the well-designed cross-modal feature fu-
sion module and the feature alignment in the training phase,
X-Trans2Cap acquires rich appearance information embed-
ded in 2D images with ease. Thus, a more faithful caption
can be generated only using point clouds during the infer-
ence. Qualitative and quantitative results confirm that X-
Trans2Cap outperforms previous state-of-the-art by a large
margin, i.e., about +21 and +16 CIDEr points on ScanRefer
and Nr3D datasets, respectively.

1. Introduction
Hitherto, the computer vision community has witnessed

significant progress in image captioning [3, 25, 33, 46, 50]
and dense captioning [24–26, 30] under the success of deep
learning techniques. Unlike image captioning describing a
2D image with a single sentence, dense captioning (DC)
better interprets “A picture is worth a thousand words”.
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Figure 1. The motivation of cross-modal knowledge transfer.
(a) Previous methods use the extra 2D modality as the input in
both training and inference phases. (b) In contrast, we exploit a
teacher-student framework with multi-modal data during training.
For inference, the student network only takes 3D modality input.

That is to say, for DC task, each object in an image is first
perceived, then is provided more customized and detailed
descriptions according to its nature and context.

Most recently, 3D cross-modal learning in vision and
language has gained an increasing amount of interest as
well. Several datasets [1, 6, 15] and downstream applica-
tions [20, 56] are proposed and investigated. Unlike 2D
images with regular grids and dense pixels, 3D data rep-
resented by a set of points are unordered and scattered in
the 3D space, impeding the direct extension of 2D-based
methods to 3D scenarios. To perform dense captioning
on 3D point clouds, [9] proposes the first method, namely
Scan2Cap, by directly combining 3D object detection with
natural language generation. Specifically, Scan2Cap first
employs a detection backbone to obtain object proposals,
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Figure 2. X-Trans2Cap. Part (a) describes the object representation, where the 3D proposals are utilized in the generation of pure 3D
modal inputs. By integrating their 2D counterparts, multi-modal inputs are obtained. Part (b) illustrates the architecture of X-Trans2Cap,
where the framework adheres to a teacher-student design. Both the teacher and student networks consist of several Transformer encoder
layers and a decoder layer.

only takes point clouds as input to generate instance fea-
tures. Compared with the well-organized 2D images con-
taining stronger texture and color information, such repre-
sentation inherently challenges the learning process.

2.3. Cross-modal Knowledge Transferring

Previous studies apply 2D images as the extra inputs to
3D tasks, e.g., 3D object detection [28, 37, 39, 49], seman-
tic segmentation [12, 19, 22] and object tracking [59, 60].
However, they require extra 2D information in both the
training and inference phases. Thus, it inevitably augments
computational burdens during evaluation and severely lim-
its the efficiency in real-world applications. The concept
of knowledge distillation was first shown by Hinton et
al. [18]. Subsequent research [4, 7] enhanced distillation
by matching intermediate representations in the networks
along with outputs using different approaches. Zagoruyko
et al. [57] proposed to align attentional activation maps be-
tween networks. Srinivas and Fleuret [43] improved it by
applying Jacobian matching to networks. In recent years,
cross-modal knowledge distillation [16,47,55,58] extended
knowledge distillation by applying it to transferring knowl-
edge across different modalities. Very recently, there are
works attempting to only utilize 2D images during training
phase to address the above problems. Among them, the 2D-
assisted pre-training [32], inflating 2D convolution kernels
to 3D [48] and joint training with mask attention [53] are
proposed. Unlike those, we adopt a well-designed teacher-

student framework with cross-modal fusion for more effi-
cacious knowledge transfer, and the experiment results also
demonstrate that our approach is much better than previous
knowledge transferring.

3. Method

Our X-Trans2Cap is developed upon a teacher-student
framework [18], which is widely exploited in the knowl-
edge distillation research field. The detailed architecture of
X-Trans2Caps is presented in Figure 2. X-Trans2Cap takes
two types of features as input, i.e., pure 3D modal input
for student and multi-modal input for teacher respectively.
We first introduce the details of the above feature represen-
tation in Section. 3.1. Then we propose a baseline model
for 3D dense captioning through Transformers [44] in Sec-
tion. 3.2, named TransCap. In Section 3.3, we illustrate
how X-Trans2Cap transfers the 2D priors to the 3D rep-
resentations, in which a cross-modal fusion (CMF) module
is proposed. The details of training objectives are presented
in Section 3.4. Finally, by incorporating the above com-
ponents in a whole architecture, we illustrate the data flow
of X-Trans2Cap in training and inference phases in Sec-
tion 3.5.

3.1. Object Representation

As shown in Figure 2 (a), our framework takes object-
level representation as input, and each object feature is de-

8565











Table 3. Comparison for knowledge transfer. The results are ob-
tained in Oracle DC on the ScanRefer dataset, where we compare
both single-modal and cross-modal knowledge transfer methods.

Method (Year) C B-4 M R
Hinton et al. [18] (2015) 81.43 42.85 30.40 64.07
Huang et al. [21] (2021) 78.61 41.93 30.14 63.78
Pixel-to-point [32] (2021) 77.82 41.98 29.42 62.79
2D SAT [53] (2021) 80.13 41.13 30.00 63.16
TransCap (baseline) 75.75 42.06 28.82 62.62
X-Trans2Cap (pre-trained) 79.41 42.78 29.88 63.41
X-Trans2Cap 87.09 44.12 30.67 64.37

directly adopted on the 3D DC scenario, and their improve-
ment upon the baseline model is limited. Very recently, ap-
proaches [32] and [53] adopt cross-modal knowledge trans-
fer technique in the 3D tasks. The core idea of [32] is using
extra 2D input to conduct 3D pre-training. We modify it
by first training a TransCap with multi-modal input, then
use its pre-trained parameters as initialization weights for
pure 3D input training. For 2D semantic-assisted training
(SAT) [53], it treats 2D features as additional tokens in (i.e.,
concatenated in sequence dimension) the same model, and
then exploits an attention mask in Transformer layers. This
mask only ignores the attention from 3D to the 2D. How-
ever, both methods cannot boost the performance as no mu-
tual enhancement is introduced.

We also offer an offline distillation design, preparing
a pre-trained teacher network before training the student
network, called X-Trans2Cap (pre-trained) in the bottom
part of the Table 3. It can be noticed that using pre-
trained teacher network results in a performance drop of
7.38 CIDEr, which may result from the distribution gap
between multi-modality data. To the end, in the Table 3,
X-Trans2Cap significantly performs better, which illus-
trates the effectiveness of the teacher-student framework
and cross-modal fusion (CMF) module.

4.4. Analysis and Ablation Studies

Does knowledge transfer help? As results shown in Ta-
ble 1 and 2, when we adopt 2D prior during the training
phase (X-Trans2Cap), it can greatly improve the perfor-
mance upon the baseline model (TransCap).
Does our proposed components help? To further verify
the effectiveness of different components, we conduct the
ablation studies in the Table 4. As shown in Table 4, model
A is our baseline model (TransCap), and model B is our
entire architecture of X-Trans2Cap. The model C is the ab-
lated architecture that discards the feature alignment loss
Lalign. It can be found out that there is a great performance
drop from 87.09 to 79.58 in terms of CIDEr metric. Fortu-
nately, due to the advantage of CMF module, it still has 3.83
improvement upon the baseline model. Similarly, the per-

Table 4. Ablation study for applying different knowledge transfer
designs. The results are obtained in Oracle DC on the ScanRe-
fer dataset. The upper part shows ablated results without specific
components, and the lower illustrates results of CMF designs.

Design C B-4 M R
A TransCap (baseline) 75.75 42.06 28.82 62.62
B X-Trans2Cap 87.09 44.12 30.67 64.37
C w/o Lalign 79.58 41.47 30.07 63.59
D w/o CMF 80.54 43.15 30.19 63.59
E Concatenation 79.87 43.28 30.22 64.88
F w/o Randon Mask 85.36 42.57 30.52 64.18
G Attention [44] 80.85 44.75 30.45 64.91

formance drop is appearing (-5.25 CIDEr) when removing
the CMF module (model D). This result demonstrates that
both framework architecture and CMF module play impor-
tant roles in X-Trans2Cap.
How to design cross-modal fusion? We illustrate the re-
sults from different designs of CMF module in the bottom
part of the Table 4. On the one hand, discarding the ran-
dom mask hampers the caption results, as shown in model F.
On the other hand, exploiting more complicated operations
such as concatenation and attention mechanism cannot ef-
fectively improve the performance. There is only a slight
improvement on the metrics of BLEU-4 and Rough for
adopting attention. However, it will greatly increase the
model complexity while make the CIDEr decline.

5. Conclusion
In this work, we propose an enhanced 3D dense cap-

tioning method via cross-modal knowledge transfer, named
X-Trans2Cap. By designing the network architecture and
knowledge distillation method carefully, our X-Trans2Cap
outperforms previous methods by a large margin on mul-
tiple datasets with more faithful captions. We believe that
our work can be applied to a wider range of 3D vision and
language scenarios, and provide a solution to the compre-
hension of 3D scenes with severe texture details missing,
i.e., leveraging the 2D priors and the cross-modal knowl-
edge transfer to improve the performance.
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