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Abstract

Most existing deep learning-based approaches for monoc-
ular 3D object detection directly regress the dimensions of
objects and overlook their importance in solving the ill-
posed problem. In this paper, we propose a general method
to learn appropriate embeddings for dimension estimation
in monocular 3D object detection. Specifically, we consider
two intuitive clues in learning the dimension-aware embed-
dings with deep neural networks. First, we constrain the
pair-wise distance on the embedding space to reflect the
similarity of corresponding dimensions so that the model
can take advantage of inter-object information to learn more
discriminative embeddings for dimension estimation. Sec-
ond, we propose to learn representative shape templates on
the dimension-aware embedding space. Through the atten-
tion mechanism, each object can interact with the learnable
templates and obtain the attentive dimensions as the initial
estimation, which is further refined by the combined features
from both the object and the attentive templates. Experimen-
tal results on the well-established KITTI dataset demonstrate
the proposed method of dimension embeddings can bring
consistent improvements with negligible computation cost
overhead. We achieve new state-of-the-art performance on
the KITTI 3D object detection benchmark.

1. Introduction
3D object detection aims to estimate the 3D locations,

poses, and sizes of surrounding objects and serves as one
fundamental task in sensing the 3D environment. It has been
widely used in fields including autonomous driving and robot
navigation. Most existing methods rely on point clouds from
LiDAR devices [18, 40, 41, 51] or binocular images from
stereo cameras [7, 20, 37, 45] for accurate 3D object detec-
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Figure 1. Overview of the proposed dimension embeddings for
monocular 3D object detection. We first project the features of
objects onto the dimension-aware embedding space, where objects
with similar dimensions are pulled together and objects with di-
vergent dimensions are pushed away. Compared with the direct
method in the dotted line, our method based on dimension embed-
dings can utilize inter-object similarities as useful information to
learn more discriminative features for dimension estimation.

tion. Though these methods can benefit from direct distance
information and achieve impressive performance, the Li-
DAR sensors are still expensive for large-scale applications
and stereo cameras can suffer from inaccurate calibrations.
In comparison, monocular methods, which only utilize one
color camera and reason about appearance information, have
been a promising alternative and receiving increasingly more
attention [1, 6, 8, 16, 23, 27, 32, 36, 50, 52, 55].

Considering the ill-posed nature of monocular 3D object
detection, the 3D dimension and the distance of objects are
fundamentally entangled. Existing methods [3,21,26–28,31,
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52, 55] usually regard the estimation of object distance as
the key challenge and design various approaches to solve the
problem. Some methods [26, 36, 52, 55, 59] directly regress
the object depth with keypoints-based detectors. Recently,
more methods [19,21,27,28,32,55] compute the distance by
combining the camera matrix, 2D geometric constraints, and
3D priors like the estimated dimensions and regressed 3D
keypoints. The utilized 2D geometric constraints can include
the sizes of 2D bounding boxes [19, 28] and predefined
keypoints [21, 27, 55]. These more explainable methods can
generate more accurate 3D locations and also generalize to
different camera calibrations. To this end, we claim that
the estimation of 3D dimensions is of vital importance for
monocular 3D object detection. On the one hand, the 3D
dimension directly serves as an element to form the desired
3D bounding box. On the other hand, solving the object
distance with geometry heavily relies on the accuracy of 3D
dimensions, because convolutional networks [11, 22, 54, 59]
are skilled in predicting 2D bounding boxes and keypoints
as accurate geometric constraints.

Though the importance of dimension estimation is clari-
fied, most existing methods for monocular 3D object detec-
tion simply regress the absolute 3D dimension [27,31,52] or
the relative offset with respect to the mean object dimension
of each category [28, 55, 59]. To further improve the dimen-
sion estimation, we propose to leverage two important clues:
(1) Since the consideration of similarity is fundamental for
humans to reason about the world, we argue that modeling
the similarities among dimensions of different objects is an
effective way to provide additional information for dimen-
sion reasoning. (2) The mapping relationship from visual
appearances to object dimensions is strongly related to the
underlying subcategories. For example, the dimension of
one car can be easily predicted if its specific type can be
determined and has been memorized by the network.

To explicitly embed these clues into the neural network,
we first propose to learn a dimension-aware embedding space
where two objects are projected to be close to each other
if they have similar dimensions and far apart otherwise, as
illustrated in Figure 1. This is achieved by encouraging
the pair-wise embedding distance to be proportional to the
distance between their corresponding dimensions. In this
way, the network can fully exploit the rich information of
similarities among different objects and learn more discrimi-
native features for dimension estimation. To further consider
the information of latent subcategories, we define learnable
shape templates on the embedding space and enable the inter-
action between extracted objects and the templates through
the attention mechanism [46]. The attention scores and the
template dimensions can be combined to produce the initial
dimension estimations, which are further refined with the
attentive features for final prediction.

We conduct extensive experiments on KITTI 3D ob-

ject detection benchmark [10] with multiple state-of-the-art
methods. The experimental results demonstrate our pro-
posed dimension embedding is generalized, effective, and
lightweight. The main contributions of the paper can be sum-
marized in the following three aspects: (1) We propose to
utilize the inter-object dimension similarities as useful infor-
mation for dimension learning and formulate the solution as
learning a dimension-aware embedding space. (2) We design
the learnable shape templates to implicitly utilize the infor-
mation of underlying subcategories. Through the attention
mechanism, dimension embeddings of objects can aggregate
attentive features and dimensions from these templates and
formulate the dimension estimation as a coarse-to-fine refine-
ment. (3) Our proposed dimension embedding module can
be generally applied to existing keypoints-based methods for
monocular 3D object detection and bring consistent improve-
ment. We also achieve new state-of-the-art performance on
the test set of KITTI 3D object detection benchmark, with
real-time latency.

2. Related Work

2.1. Monocular 3D Object Detection

Tremendous progress has been made for monocular 3D
object detection with many proposed approaches [1, 2, 6, 8,
16, 21, 23, 26–28, 31, 32, 42, 43, 52, 55, 59]. Considering the
additional information utilized, these methods can be mainly
categorized into depth-based and image-based methods. In
depth-based methods, pseudo-LiDAR [50] first proposes to
lift the estimated depth map into 3D points, which are fur-
ther processed by LiDAR-based detectors [18, 35, 41] for
detection. AM3D [30] proposes a multi-modal fusion mod-
ule to enhance the pseudo-LiDAR features with clues from
color images. PatchNet [29] organizes pseudo-LiDAR as the
image representation and utilizes powerful 2D CNN to boost
the detection performance. Though depth-based methods
usually achieve better performance, they require dense depth
maps for supervision and perform worse when applied to
new scenes. In contrast, image-based methods do not rely
on extra information for training. Mono3D [6] first samples
candidates based on the ground prior and scores them with
semantic/instance segmentation, contextual information, ob-
ject shape, and location prior. Deep3DBox [32] proposes
the MultiBin loss for orientation estimation and solves 3D
bounding boxes with geometrical constraints from estimated
2D boxes. FQNet [23] trains an IoU prediction network with
simulated data, which can accurately measure the localiza-
tion accuracy of 3D candidates. MonoDIS [42] presents a
disentangling transformation for the 3D detection losses to
isolate different groups of parameters. MonoPair [52] uti-
lizes the pair-wise relationships between neighboring objects
to post-optimize the locations of objects. MonoFlex [55] de-
signs the decoupled representation for truncated objects and
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formulates the depth estimation as the uncertainty-guided
ensemble learning.

Compared with existing methods, we focus on the over-
looked problem of dimension estimation and is therefore
orthogonal to other studies. MonoPair [52] considers the
relationships between nearby objects, while our proposed
dimension-aware embedding can utilize the similarity be-
tween every pair of objects within a batch of images.

2.2. Deep Metric Learning

Deep metric learning methods usually use convolutional
neural networks to obtain an embedding for each image and
employ the Euclidean distance between embeddings to mea-
sure the distance. They impose a discriminative loss on the
embeddings to enlarge interclass distances and reduce intra-
class distances [4, 9, 12, 33, 39, 44, 47–49, 53]. For example,
the widely used triplet loss [39] enlarges the distance be-
tween the anchor and the negative sample as well as reduces
the distance between the anchor and the positive sample to
form a distance margin. The triplet loss suffers from the
lack of informative triplets during training and motivates
Movshovitz et al. [33] to assign a proxy for each class and
instead impose constraints on the relations between samples
and proxies.

All the aforementioned methods can only deal with data
within discrete labels, and cannot handle structurally labeled
data. Recently, Kim et al. [13] proposed a log-ratio loss to
learn an embedding space with continuous labels. Zheng et
al. [57] further presented a structural deep metric learning
method to apply deep metric learning to the structural esti-
mation problem. However, all these metric learning methods
are exploited to model the similarities among entire images.
In this paper, we further apply the similarity constraint on
the level of extracted objects from a batch of images and
propose the variance-normalized distance for dimensions.
Also, most metric learning methods aim to solve the problem
of retrieval while we utilize the information of similarities
to improve the dimension estimation.

3. Approach
3.1. Problem Statement

With one single color image and the camera parameters
as input, the target of monocular 3D object detection is to
recognize and localize objects of interest precisely in the
3D space. For each concerned object, we need to predict
its category and fit the object with a tight 3D bounding box,
which is generally represented with the 3D location (x, y, z),
the 3D dimension (h,w, l) and the orientation θ.

3.2. Baseline Model

Following the recent trend in monocular 3D object detec-
tion [21, 27, 28, 31, 52, 55, 59], we build our baseline model
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Figure 2. Illustration of the keypoints-based 3D object detection
framework. With the feature map extracted from the input image
by the CNN backbone, multiple parallel heads are attached to the
shared feature map. The heatmap branch predicts the possibility
that one location is the center of a potential object. The predictions
from the branches of 2D offset and 2D size can recover the 2D
bounding boxes, while the orientation, object depth, 3D offset, and
dimension branches are collaborated to predict the 3D bounding
boxes. Based on the general framework, we aim to improve the
dimension estimation by considering inter-object similarities in the
embedding space and learning representative shape templates.

based on the fully convolutional detector Monodle [31] due
to its simplicity and scalability. As shown in Figure 2, the
framework employs the CNN backbone DLA-34 [54] to ex-
tract visual features and then implements multiple parallel
heads for center classification, 2D detection, and 3D detec-
tion. The fundamental settings for each task are introduced
in the following paragraphs.

Center-based classification. Following CenterNet [59],
the classification branch identifies objects by determining
whether each pixel on the feature map is the representative
center of a potential object of interest. The classification
prediction is formulated as a class-wise center heatmap with
the size of (H ×W × c), where c refers to the number of
interested categories. Following the design of Monodle [31],
the projected 3D center instead of the 2D center is chosen
as the representative center because the projected 3D center
serves as one key factor in recovering the 3D location and can
help to learn geometry-aware features. The corresponding
loss Lheatmap follows the formulation of focal loss [22].

2D detection. To perform 2D detection, the offset between
the projected 3D center and the 2D center and the size of the
2D bounding box are regressed. Though the 2D detection
branch is not mandatory for 3D object detection, this sim-
pler task can serve as the auxiliary supervision to make the
features focus on interested objects [31, 55] and improve the
performance. The loss functions for regressing 2D bounding
box information are denoted as Loffset2d and Lsize2d.
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Figure 3. Framework of the proposed shape embedding module. Given the extracted feature map from the backbone CNN, we can obtain
the features of N recognized objects by indexing their corresponding positions. To estimate the dimensions of these objects, their features
are first mapped to the dimension-aware embedding space, where the dense log-ratio loss is imposed to encourage the embedding distance to
reflect the dimension difference. Through the multi-head cross-attention module, these embeddings can then interact with the learnable
shape templates, which include both template embeddings and template dimensions. Since the attention scores can reflect the similarities
between objects and templates, we multiply the normalized scores with the template dimensions to obtain the coarse dimensions. To further
refine the prediction, the object embeddings, the output attentive embeddings, and the coarse dimensions are combined and processed by the
dimension decoder to predict the residual dimensions. (Best viewed in color.)

3D detection. The estimation of the 3D bounding box
can decompose into the projected 3D center, depth, orien-
tation, and dimension. Though the projected 3D center, as
the selected representative center, can be predicted from the
heatmap, an additional 3D offset branch is still required to
compensate for the quantization error due to downsampling.
The depth branch predicts the inverse depth and jointly mod-
els the uncertainty [31, 52]. For the orientation estimation,
the local orientation is regressed with MultiBin loss [32].
For the 3D dimension estimation, the IoU oriented optimiza-
tion [31] is utilized as the baseline and the proposed dimen-
sion embedding module is applied for our model. Therefore,
the overall loss functions for 3D detection include Loffset3d,
Ldepth, Lorien, and Ldim.

3.3. Dimension Embedding Module

Formally, let X = [x1,x2, · · · ,xN ] be the features
of N extracted objects from a batch of input images and
D = [d1,d2, · · · ,dN ] be the corresponding target dimen-
sions, the dimension embedding module is proposed to learn
the mapping function while also considering the dimension
relationships among objects as useful information. As illus-
trated in Figure 3, the overall process can be divided into
the following three steps. First, the embedding mapper takes
the extracted object feature x and maps it to the dimension
embedding y, where the embedding distance is guided to
reflect the inter-object relations of dimensions. Second, the
attention mechanism is employed to correlate the dimension

embeddings y and the learnable shape templates T. With
the computed attention scores, the coarse dimensions are for-
mulated as the weighted averages of all template dimensions.
Then, the dimension embeddings of objects and the attentive
features from templates are combined to further refine the
coarse dimension predictions. In Sec. 3.4, we introduce how
the dimension-aware embedding space is learned to embed
the information of dimensional similarities. In Sec. 3.5, we
elaborate on the design of shape templates, how the atten-
tion mechanism is applied, and the residual refinement in
dimension prediction.

3.4. Dimension-Aware Embeddings

Our target is to learn a dimension-aware embedding space
where the pair-wise embedding distance is able to describe
the distance between corresponding 3D dimensions so that
the decoding process can be simplified. Before considering
the consistency of distances across two spaces, we first de-
fine the distance criterion on the embedding space and the
dimension space. Following the common practices in metric
learning [56, 57], the Euclidean distance D(yi,yj) in (1) is
used to measure the distance between embeddings.

D(yi,yj) = ∥yi − yj∥2. (1)

We further propose the variance-normalized Euclidean
distance J (di,dj) as the defined distance criterion on the
target dimension space. Assume the dimension vector
di = (hi, wi, li) and the standard deviations in the dataset
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for height, width, and length are (σh, σw, σl), the variance-
normalized dimension distance is defined as (2):

J (di,dj) =√(
hi − hj

σh

)2

+

(
wi − wj

σw

)2

+

(
li − lj
σl

)2

.
(2)

Considering different scales of the three elements (h,w, l)
in the 3D dimension, the proposed distance function can
equally measure the shape difference with respect to each
element so that the distance will not be dominated by the ele-
ment with larger scale. The empirical experiment in Sec. 4.4
demonstrates the variance-normalized distance can reflect
the dimension difference better compared to the baseline
Euclidean distance.

After the distance functions are defined on the embedding
and dimension spaces, we then impose a constraint to en-
courage the inter-object distances on the embedding space to
reflect their corresponding dimension distances. Motivated
by recent progress in metric learning approaches [14, 58] for
continuous labels, we utilize the dense log-ratio loss intro-
duced in [58] to construct the dimension-aware embedding
space. As shown in (3), the dense log-ratio loss samples all
quadruplets (i, j, k, l) from the N object embeddings and
minimizes the difference between the log-scale distance ra-
tios from two different pairs (i, j) and (k, l). In other words,
the embedding loss Lembed encourages the distance between
any two embeddings to be proportional to the difference
between their corresponding dimensions.

Lembed =
1

2

∑
{i,j}̸={k,l}

(
log

D(yi,yj)

J (di,dj)
− log

D(yk,yl)

J (dk,dl)

)2

.

(3)
In practice, we use the equivalent and more efficient for-

mulation in (4) to compute the embedding loss Lembed, as
suggested by [58].

Lembed =
N(N − 1)

2

∑
i<j<N

(
log

D(yi,yj)

J (di,dj)

)2

−

 ∑
i<j<N

log
D(yi,yj)

J (di,dj)

2

.

(4)

Since the utilized embedding loss imposes a strict con-
straint and the Euclidean distance is adopted to measure
the discrepancy among embeddings, an underlying requisi-
tion is that the predicted embeddings should only contain
dimension-specific information in order to satisfy the re-
quirement. To this end, we employ an auxiliary dimension
decoder Gaux, which contains only one linear layer, to take
the learned embeddings and predict the corresponding di-
mensions. The overall process is formulated as in (5).

Lembed-dim = ∥d− Gaux(y)∥1 . (5)

3.5. Shape Templates

Following the intuition that the underlying subcategories
with different shapes can serve as useful information for di-
mension estimation, we propose to learn M shape templates
and take advantage of the attention mechanism from trans-
formers [46] to realize the information interaction between
objects and templates.

Formally, we denote the dimension embeddings of ob-
jects as Y ∈ RN×C , where N is the number of objects and
C is the embedding channel. The learnable shape templates
are denoted as T ∈ RM×(C+3), where M is the number of
templates and the templates are further split into the tem-
plate embeddings Te ∈ RM×C and the template dimensions
Td ∈ RM×3. The attention module first uses linear layers
to project the object embeddings Y to queries Q and the
template embeddings Te to keys K and values V as in (6),

Q = YWq,K = TeW
k,V = TeW

v, (6)

where Wq,Wk,Wv are the weight matrices of linear layers.
The attention scores A ∈ RN×M can then be computed with
the scaled dot products between Q and K, after which the
attentive embeddings TA from templates can be aggregated
for object queries:

A = softmax
(
QKT

√
Dk

)
, TA = AV, (7)

where Dk is the number of channels in Q and K. Since
the attention scores reflect the pair-wise similarities between
the objects and templates, we then compute the attention-
guided combinations of M template dimensions as the initial
dimension estimation D̃ as in (8).

D̃ = ATd. (8)

To further refine the coarse dimensions D̃, we combine
the dimension embeddings Y, the attentive embeddings from
templates TA, and the initial dimension estimation D̃ and
process the fused features with linear layers to predict the
residual dimensions, which are added to the coarse dimen-
sions for output. The process is mathematically formulated
as:

D̂ = cat(Y +TA, D̃)Wd + D̃, (9)

where the coarse dimension estimation D̃ is detached for
stable gradients. We supervise both the predicted coarse and
refined dimensions with L1 loss to fully utilize the power of
residual learning:

Ltemp-dim = ∥D̃−D∥1, Ldim = ∥D̂−D∥1. (10)

Though the supervision is only applied to the predicted
dimensions, the embeddings and dimensions of learnable
templates can also be end-to-end updated through the aggre-
gation process of the attention mechanism [46]. However,
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Method Extra data 3D@IoU=0.7 BEV@IoU=0.7 Runtime (ms)Easy Mod. Hard Easy Mod. Hard
MonoPSR [16] LiDAR 10.76 7.25 5.85 18.33 12.58 9.91 120

AM3D [30] Depth 16.50 10.74 9.52 25.03 17.32 14.91 400
PatchNet [29] Depth 15.68 11.12 10.17 22.97 16.86 14.97 400
D4LCN [8] Depth 16.65 11.72 9.51 22.51 16.02 12.55 200

Kinematic [2] Temporal 19.07 12.72 9.17 26.69 17.52 13.10 120
MonoRUn [5] LiDAR 19.65 12.30 10.58 27.94 17.34 15.24 70
CaDNN [38] LiDAR 19.17 13.41 11.46 27.94 18.91 17.19 -
DD3D [34] Depth 23.22 16.34 14.20 30.98 22.56 20.03 -

M3D-RPN [1] None 14.76 9.71 7.42 21.02 13.67 10.23 160
SMOKE [26] None 14.03 9.76 7.84 20.83 14.49 12.75 30
MonoPair [52] None 13.04 9.99 8.65 19.28 14.83 12.89 57
RTM3D [21] None 14.41 10.34 8.77 19.17 14.20 11.99 55

RAR-Net [24] None 16.37 11.01 9.52 22.45 15.02 12.93 -
GrooMeD-NMS [17] None 18.10 12.32 9.65 26.19 18.27 14.05 120
Ground-Aware [25] None 21.65 13.25 9.91 29.81 17.98 13.08 50

MonoEF [60] None 21.29 13.87 11.71 29.03 19.70 17.26 30
MonoFlex [55] None 19.94 13.89 12.07 28.23 19.75 16.89 35
GUPNet [28] None 20.11 14.20 11.77 - - - -

AutoShape [27] None 22.47 14.17 11.36 30.66 20.08 15.95 50
Monodle [31] None 17.23 12.26 10.29 24.79 18.89 16.00 25.0

Monodle [31] + Ours None 20.25 14.14 12.42 28.85 20.59 17.72 27.9
Improvement - +3.02 +1.88 +2.13 +4.06 +1.70 +1.72 -

GUPNet* [28] None 21.80 14.25 11.72 29.90 19.52 17.24 28.6
GUPNet [28] + Ours None 23.62 16.10 13.41 32.82 21.98 18.70 31.1

Improvement - +1.82 +1.85 +1.69 +2.92 +2.46 +1.46 -

Table 1. The results of 3D/BEV object detection on KITTI test set. The ”Extra data” lists the required extra information. Within each
group, the methods are sorted considering their performance on the moderate level of AP3D . We highlight the best results without extra
information in bold. The symbol ”∗” refers to our reproduced results with the officially released code.

we empirically find the attention scores across different tem-
plates tend to be very similar and the aggregation degenerates
into simple averaging, which greatly reduces the actual ca-
pacity of the aggregated features. To alleviate this problem,
we propose a simple regularization term Lregu to encourage
sharpness in the attention scores:

Lregu = −
N∑
i=1

log (maxAi), (11)

where Ai refers to the ith row of the attention scores and
represents the attentive similarities between the ith object
and M shape templates.

4. Experiments
4.1. Datasets

We evaluate the proposed method on the KITTI [10]
bird’s eye view and 3D object detection benchmarks, which
include 7481 images for training and 7518 images for testing.
We follow [6] to split the training images into train (3712)

and val (3769) sets. We conduct all ablation experiments on
the defined split and also report the test set results evaluated
by the official server of KITTI. The average precision with
40 recall points AP|R40 is utilized as the main metric for
evaluation. The detection results are evaluated on three
levels of difficulty including easy, moderate, and hard. We
mainly focus on the detection for the Car category with an
IoU threshold of 0.7 and 0.5.

4.2. Implementation Details

We use the standard DLA-34 [54] as the backbone net-
work, which extracts the 4x downsampled feature map with
64 channels. Every detection branch attached to the back-
bone consists of one 3 × 3 × 256 conv layer, ReLU, and
another 1× 1× co conv layer, where co is the output chan-
nel. The input image is padded to the size of 384 × 1280
for batch training. We set the embedding dimensionality
as 256 and the number of shape templates as 4. The tem-
plate embeddings are randomly initialized and the template
dimensions are initialized with clustered dimensions from
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Method
3D@IoU=0.7 BEV@IoU=0.7 3D@IoU=0.5 BEV@IoU=0.5

Easy Mod. Hard Easy Mod. Hard Easy Mod. Hard Easy Mod. Hard
Monodle [31] 17.13 13.96 12.00 23.97 19.23 16.70 54.14 41.78 37.80 59.78 45.84 41.60
Monodle + Ours 20.82 15.64 13.82 28.21 21.67 18.82 58.94 45.06 39.56 63.75 48.68 44.24
AutoShape [27] 20.02 14.30 11.70 28.89 21.11 17.72 62.70 45.76 39.09 67.66 49.74 42.71
AutoShape + Ours 20.95 14.99 12.33 29.52 21.70 18.33 60.88 45.57 39.10 67.65 51.43 43.14
GUPNet [28] 20.53 14.70 12.77 28.53 20.97 17.77 59.94 43.93 39.37 66.47 47.85 43.17
GUPNet + Ours 23.47 16.19 14.15 31.51 22.84 19.55 59.67 44.06 39.42 66.17 49.44 43.17

Table 2. The effectiveness of dimension embeddings based on different methods. To demonstrate the generalization ability of the
proposed dimension embeddings, we replace the dimension regression head in three state-of-the-art methods with our dimension embedding
module and observe consistent improvements.

K-means [15]. We set the weights for Lembed, Lembed-dim,
Ltemp-dim, Ldim, and Lregu as 2, 1, 1, 1, and 0.05 and fol-
low the settings from the baseline [31] for other losses. We
train our model on two RTX 3090 GPUs for 140 epochs with
the batch size as 16. We use the Adam optimizer with an
initial learning rate of 0.00125 and weight decay as 10−5.
The warm-up strategy is used for the first five epochs and
the learning rate is divided by 10 at 90 and 120 epochs. The
augmentation of random cropping/scaling is adopted for 2D
detection and dimension estimation and horizontal flipping
is adopted for all downstream tasks.

When applying the proposed method to GUPNet [28]
and Autoshape [27], we replace their dimension regression
head with the proposed dimension embedding module and
maintain other settings. The only difference is that we train
GUPNet with the batch size of 24 on two GPUs instead of
the batch size of 32 on 3 GPUs.

4.3. Main Results

Comparison with the state of the arts. To compare with
existing state-of-the-art methods, we apply the proposed
dimension embedding on the state-of-the-art methods Mon-
odle [31] and GUPNet [28] and report the performance on
KITTI test set. As shown in Table 1, the proposed dimen-
sion embedding module can significantly improve the per-
formance of Monodle [31] and GUPNet [28], especially for
hard objects. For example, the proposed module obtains a
remarkable boost of 2.1 AP3D over Monodle [31] under the
hard setting. Second, we can outperform all existing meth-
ods without extra information when combining the stronger
GUPNet [28] with the dimension embedding module. Com-
pared with DD3D [34] which requires a large-scale depth
dataset for pre-training, our method can achieve comparable
performance and have no need for extra information. At the
time of submission, our proposed method ranks 1st among
all published methods for monocular 3D object detection on
KITTI 3D object detection benchmark.

Latency analysis. To evaluate the extra latency induced
overhead, we compute the average runtime with a batch size

Easy Mod. Hard
baseline 23.97 / 17.13 19.23 / 13.96 16.70 / 12.00
+ embed. 24.02 / 17.23 19.77 / 14.26 17.01 / 12.14

+ embed. + std. 26.12 / 18.22 21.05 / 14.78 18.24 / 13.06

Table 3. Ablation study on learning the dimension-aware em-
bedding. “embed.” denotes using the dense log-ratio loss to learn
the inter-object relations with embedding distances. “std.” denotes
using the variance-normalized distance to measure the similarities
of dimensions. The effectiveness of learning dimension-aware em-
beddings is demonstrated.

of 1 on a single RTX 2080Ti GPU. As shown in Table 1,
the additional time cost from the proposed dimension em-
bedding module is around 3ms for both Monodle [31] and
GUPNet [28], which makes them still capable of real-time in-
ference. Compared with the current best-performing method
AutoShape [27], our method with GUPNet [28] baseline can
achieve considerable improvement with only around 60%
of the time for inference. Therefore, we demonstrate that
the proposed module is both effective and lightweight and
achieves an excellent trade-off between performance and
efficiency.

Generalization analysis. Since most existing methods for
monocular 3D object detection usually employ a simple
regression head to estimate the dimension, our proposed
method exactly focuses on the overlooked problem and is
therefore orthogonal to these methods. To demonstrate the
generalization ability of our dimension embeddings, we ap-
ply the proposed module to three recent state-of-the-art meth-
ods [27, 28, 31] and summarize the relative performance
boost in Table 2. We can observe that applying the proposed
dimension embedding module can consistently improve the
performance of BEV/3D object detection, especially for the
IoU threshold of 0.7.

4.4. Ablation Study

We conduct the ablation study on KITTI val set and utilize
AP40 of the Car category for BEV/3D detection to quantita-
tively indicate the effectiveness of proposed modules.
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Figure 4. Qualitative results on KITTI val set. We visualize the detection results of 3D object detection from GUPNet [28] equipped with
our dimension embedding module. The detected cars, pedestrians, and cyclists are represented with cyan, light pink, and red bounding boxes.
(Best viewed in color.)

Learning dimension-aware embeddings. As shown
in Table 3, directly imposing the log-ratio loss can only
bring negligible improvement. This is possible because the
dimension distances are dominated by the larger lengths and
the embeddings cannot obtain useful information when fit-
ting the unbalanced distances. Therefore, the performance is
observably improved with the variance-normalized distances
among dimensions. These experiments demonstrate utilizing
inter-object similarities can help to learn more discriminative
embeddings.

Learning shape templates. We validate the design
choices of shape templates based on the constructed
dimension-aware embedding space. From Table 4, one can
find the aggregation of features and shapes from learnable
templates improves the performance significantly, only after
the auxiliary dimension decoder is applied to supervise the
dimension embeddings. Then, using the combined embed-
dings and coarse dimension predictions to perform refine-
ment can further improve the performance. Finally, imposing
the regularization term to encourage sharpness in attention
scores can help to learn more representative templates and
bring extra improvements.

4.5. Qualitative Results

We visualize the predicted 3D bounding boxes in Fig-
ure 4. One can observe that the proposed model can generate
precise bounding boxes for objects at moderate distances.
Meanwhile, our model also struggles with the clustered
pedestrians, which can be considered a common problem for
keypoints-based detectors.

5. Conclusion and Discussion
In this paper, we first point out that dimension estimation

can serve as a key factor in recovering 3D locations and
constructing 3D boxes. In order to improve the dimension

Easy Mod. Hard
embed. & std. 26.12 / 18.22 21.05 / 14.78 18.24 / 13.06

+ temp. 25.26 / 17.56 19.66 / 14.37 17.76 / 12.24
+ temp. + aux. 27.20 / 19.57 20.59 / 14.82 18.44 / 12.52

+ temp. + aux. + res. 27.23 / 19.62 21.40 / 15.32 18.66 / 13.58
+ temp. + aux. + res. + regu. 28.21 / 20.82 21.67 / 15.64 18.82 / 13.82

Table 4. Ablation study on learning the shape templates. “temp.”
denotes using the learnable shape templates. “aux.” denotes using
the auxiliary dimension decoder to supervise the learned embed-
dings. “res.” denotes using the residual refinement for dimension
estimation. “regu.” denotes using the regularization loss in (11)

.
estimation, we propose to leverage the inter-object similari-
ties and the underlying subcategories as extra information.
The former is considered by learning a dimension-aware em-
bedding space, where the Euclidean distance can reflect the
corresponding distance of dimensions. The latter is modeled
with learnable shape templates, which are updated through
the attention mechanism with the dimension embeddings of
all objects. Extensive experiments on KITTI dataset demon-
strate the proposed dimension embedding is effective, effi-
cient, and can generalize to multiple methods.

Limitations: Though the intuition of leveraging inter-
object similarities is general, it is still unclear whether the
proposed method can work for anchor-based methods. The
concern is raised because the log-ratio loss tends to collapse
when multiple anchors have the same target dimensions. We
leave it for future work.
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López-Antequera, and Peter Kontschieder. Disentangling
monocular 3d object detection. In CVPR, 2019. 2

[43] Andrea Simonelli, Samuel Rota Bulò, Lorenzo Porzi, Elisa
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