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Abstract

Inspired by biological retina, dynamical vision sensor transmits events of instantaneous changes of pixel intensity, giving it a series of advantages over traditional frame-based camera, such as high dynamical range, high temporal resolution and low power consumption. However, extracting information from highly asynchronous event data is a challenging task. Inspired by continuous dynamics of biological neuron models, we propose a novel encoding method for sparse events - continuous time convolution (CTC) - which learns to model the spatial feature of the data with intrinsic dynamics. Adopting channel-wise parameterization, temporal dynamics of the model is synchronized on the same feature map and diverges across different ones, enabling it to embed data in a variety of temporal scales. Abstracted from CTC, we further develop discrete time convolution (DTC) which accelerates the process with lower computational cost. We apply these methods to event-based multi-view stereo matching where they surpass state-of-the-art methods on benchmark criteria of the MVSEC dataset. Spatially sparse event data often leads to inaccurate estimation of edges and local contours. To address this problem, we propose a dual-path architecture in which the feature map is complemented by underlying edge information from original events extracted with spatially-adaptive denormalization. We demonstrate the superiority of our model in terms of speed (up to 110 FPS), accuracy and robustness, showing a great potential for real-time fast depth estimation. Finally, we perform experiments on the recent DSEC dataset to demonstrate the general usage of our model.

1. Introduction

Depth estimation has been viewed as one of the key problems in computer vision, with a variety of applications such as robotics, autonomous driving, augmented reality and medical imaging. Multi-view stereo matching solves this problem by reconstructing 3D scenes based on pixel differences of the same physical point from images taken from multiple views. Current deep learning models for stereo matching mainly work with static images produced by frame-based cameras. These sensors have drawbacks such as high power consumption, low dynamical range and low data rate, which limit their usage in edge computing platforms or high-speed scenarios. Inspired by biological retina, the recently emerging dynamical vision sensor, or event-based sensor, addresses these problems by transmitting events of instantaneous changes of pixel intensity, in millisecond-level temporal resolution. When the change of brightness at a pixel exceeds a certain threshold, the sensor will fire an event, which is a four-dimensional vector including spatial coordinates, polarity and timestamp. Since the event-based sensor transmits events rather than frames, motion blur caused by high-speed movements of objects during exposure can be avoided. This property makes it perfectly suitable for high-speed vision tasks, such as object detection, tracking and obstacle avoidance, etc.

1.1. Event-based stereo matching

Most of the works in stereo matching based on deep learning are established on image datasets [20, 32, 52, 56, 59]. Therefore, to take advantage of accumulated knowledge in this field, a straightforward approach is to convert the highly asynchronous event sequences into frame-based images. Following this idea, various methods have been proposed. The so-called handcrafted methods [25, 31, 35, 36, 40, 53, 58, 64] directly convert events to event frames based on the four dimensional information of each event. For example, in [36, 53], stacking based on time (SBT) merges events into predefined temporally neighboring bins and sums up polarity values of events if they share the same spatial coordinate; stacking based on the number of events
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1.2. Recurrent neural networks

An alternative encoding method for events is to use recurrent neural networks (RNNs), given their inherent ability to encode temporal sequences. However, fully-connected RNNs are not efficient for information extraction of images. A natural thought is to incorporate RNNs into convolutional operations. Recurrent convolutional neural network (RCNN) [29] takes input from the last layer and combines it with recurrent input from the current layer. By using intra-layer recurrent connections, RCNN can integrate context information. Different embodiments of RCNN include convolutional long short-term memory (ConvLSTM) [55] and convolutional gated recurrent units (ConvGRU) [4], where additional gating variables were used for memory modulation. [39] applied a modified version of LSTM [19] to event-based recognition, but the model was not specifically designed to preserve spatial information.

Different from traditional RNNs constructed with artificial neurons, spiking neural networks (SNNs) [30] use spiking neuron models inspired by biology with inherent self-recurrence. The neuron evolves its membrane potential with an individual time constant and resets to a reset potential whenever it spikes. There has been an increasing number of applications of SNNs in deep learning [5, 12, 21, 22, 28, 38, 45, 50, 54, 60], and the network’s asynchronous nature makes it an ideal solution for event-based tasks [7, 8, 23, 27, 41, 57]. However, the training of SNNs is challenging due to discontinuous spikes which is incompatible with gradient-based back-propagation algorithms [38]. The liquid time-constant network (LTC) [18, 26], an expansion of the continuous time RNN [13], circumvents this problem by using continuous valued activation functions for its neuron, whose dynamics is modulated by an input-dependent system time constant. However, the LTC was only applied for low dimensional temporal sequence modeling and it lacks the ability to encode high dimensional spatial features.

1.3. Contribution

Inspired by convolutional RNNs [4, 29, 55] and continuous temporal dynamics of biological neuron models [18, 30], we propose a novel event processing method combining merits of both sides. Motivated by recent studies [42, 48], we enhance the quality of predicted disparity with SPADE and develop an efficient framework for event-based stereo matching. In summary, contributions of this paper are four-folds:

1. We develop continuous time convolution (CTC), an expansion of LTC, for encoding high dimensional spatial-temporal data. The model adopts channel-wise parameterization which enables feature maps to embed the data in a variety of temporal scales through end-to-end training. Based on CTC, we further propose an abstracted model, discrete time convolution (DTC), enabling faster evolution and stable training.
2. We demonstrate the advantage of CTC and DTC over other event encoding methods on a set of criteria of event-based stereo matching, on the Multi Vehicle Stereo Event Camera (MVSEC) [63] dataset.
3. We further develop a dual-path architecture where underlying edge information from original event frames is extracted to improve local contours of estimated disparity. Through streaming experiments we demonstrate the superiority of our model in terms of speed (up to 110 FPS), accuracy and robustness.
4. Finally, we perform preliminary experiments on DSEC [16], a recent large-scale outdoor event stereo dataset, demonstrating the general usage of our model.

2. Method

An event is represented as a four-dimensional vector, \((x, y, p, t)\), where \((x, y)\) denote the spatial coordinate of the event, \(p\) denotes the polarity indicating the directional change of the pixel intensity in log scale and \(t\) denotes the time when the event happens. If the brightness change of the pixel exceeds the threshold, then \(p = 1\), otherwise \(-1\).

2.1. Event representation

How to convert events into event frames is essential to downstream tasks. In [2, 51], an event queue was created for each pixel using SBN with the timestamp information of each event additionally preserved for the training of a continuous fully connected layer. By accumulating a fixed number of events into a plane, the event queue method ensures the abundance of spatial information, but it loses the information of those events that exceed the capacity of the queue. SBT [36] merges events into frames by a fixed time interval. When the number of events is sufficient, it could maintain certain temporal information while keeping dense spatial information. Suppose the duration of an event stream is \(\Delta t\) and all events are compressed into \(n\) frames. The value of each pixel in frame \(f\) is the accumulated polarity of events:

\[
P(x, y) = \text{sign} \left( \sum_{t \in T} p(x, y, t) \right)
\]

where \(P\) is the value of the pixel at \((x, y)\), \(t\) is the timestamp, \(p\) is the polarity of the event and \(T \in \left[\left(\frac{1}{n}\right) - 1, \frac{1}{n}\right]\). The sign operator projects the accumulated polarities into \((-1, 0, 1)\), which allows the event frame to be more robust in case the left or right camera generates more events at each pixel than the other. It also decreases data storage space for potential hardware applications, similar approaches were taken in [62]. The advantages of this method are two-folds. First, it’s robust to certain noise caused by environment. Second, because it keeps firing frames at a fixed rate, it maintains stable temporal information to a large extent. [36] mentioned that if there are too few events happening during the interval, SBT may produce a very sparse event image. This intrinsic limitation can be alleviated in our proposed method, as we demonstrate in following sections.

2.2. LTC network

The LTC network [18] is an expansion of continuous-time RNN (CT-RNN) [13], which can be described by an ordinary differential equation (ODE):

\[
\frac{dx(t)}{dt} = -\frac{x(t)}{\tau} + f(x(t), I(t), t, \theta)
\]

where \(\tau\) characterizes the speed and the coupling sensitivity of the dynamical system, \(x(t)\) is the hidden state, \(I(t)\) is the input, \(t\) represents time and \(f\) is a neural network parameterized by \(\theta\). It has been proved that CT-RNN can approximate any finite time trajectory of a n-dimensional dynamical system, by embedding the system into a higher dimensional one which defines an RNN [13]. LTC further enhances its ability by integrating \(f\) into the time constant of the system:

\[
\frac{dx(t)}{dt} = -\frac{1}{\tau + f(x(t), I(t), t, \theta)} x(t) + f(x(t), I(t), t, \theta) A
\]

where the system time constant becomes an input-dependent term \(\frac{1}{\tau + f(x(t), I(t), t, \theta)}\) and \(A\) is a scale parameter. The ODE realizes a system of stiff equations [46], and can be solved by fusing the explicit and implicit Euler method. This equation can be loosely related to the computational models of neural dynamics in small species, when written in the form:

\[
\frac{dx(t)}{dt} = -\frac{1}{\tau_m} W g(t) C_m x(t) + W g(t) E_{rev} + E_{leak} \frac{E_{leak}}{\tau_m}
\]

where \(f\) in Eq. 3 is now defined by \(W g(t)\), \(x(t)\) now represents the membrane potential of the neuron at time \(t\), \(\tau_m\) is the membrane time constant, \(W\) is the input synaptic strength, \(g(t)\) is the synaptic input, \(E_{leak}\) is the resting potential and \(E_{rev}\) is the reversal synaptic potential. The model can be viewed as a non-spiking form of the leaky integrate and fire (LIF) neuron with conductance synapse [44], without specifically defining its synaptic dynamics. When neglecting the influence of the reversal synaptic potential, Eq. 4 becomes:

\[
\frac{dx(t)}{dt} = E_{leak} x(t) + W g(t) C_m \frac{E_{leak}}{\tau_m}
\]

where the system time constant is untangled from its input and the model becomes a traditional CT-RNN. The LTC network was only applied for low dimensional temporal sequence modeling. To encode high-dimensional spatial-temporal data, we extend the fully connected \(W g(t)\) to have a convolution structure.

2.3. Continuous time convolution

In the fully connected structure, the synaptic input of an LTC neuron contains inputs from all the other neurons. A straight copy to the convolution structure will generate numerous parameters which scale with the channel depth. In addition, when encoding highly sparse event frames, it is often the case that there are few or even no signals in neighboring areas, leading to little context information. Therefore, we only preserve connections from the previous layer.
and leave out intra-layer recurrent connections. In addition, we adopt channel-wise parameterization instead of pixelwise to constrain each feature map with synchronized dynamics, which further decreases the total number of parameters. The resulting convolution LTC neuron and its simplified version can be formulated as:

\[
\frac{dx_{cij}(t)}{dt} = -\frac{1}{\tau_{m,c}} \left( \frac{I_{cij}(t)}{C_{m,c}} \right) x_{cij}(t) + \frac{I_{cij}(t)}{C_{m,c}} E_{\text{rev},c}^r + E_{\text{leak},c}^r \tau_{m,c} + I_{cij}(t)
\]

where \( I_{cij}(t) \) is defined the same as in Eq. 8, \( x_{cij}(t) \) represents the pixel value on channel \( c \) at location \( i, j \) of the corresponding feature map. The time constant \( \tau_c \) is assigned channel-wisely as in CTC, which controls the aggregation strength of the neuron’s previous state and \( \sigma \) is the sigmoid function. A conceptual plot of DTC is depicted in Fig. 1.

### 2.5. Network architecture

Successful current works for image-based stereo matching generally perform a four-step pipeline: feature embedding, matching volume, regularization and refinement. State-of-the-art works for event-based stereo matching [2,
Event sequences are first converted by SBT to form event stacks each containing multiple frames. They are then fed to a spatial-temporal encoding module constructed with DTC or CTC layers. The output is then fed to the spatial embedding module, followed by the matching and regularization module as in [51]. We term this architecture as CTC-PDS or DTC-PDS respectively, depending on the neuron type in the spatial-temporal encoding module.

However, events are often highly sparse, directly applying a stack of convolution operations on them could cause the loss of semantic information and might be not sufficient to reconstruct edges or details of local structures on disparity maps. Inspired by recent studies [2, 6, 42, 48], we further develop a dual-path structure for feature embedding fused by SPADE with multi-scale dilated convolution. As Fig. 1 depicts, the first path encodes spatial-temporal information by CTC or DTC, followed by the spatial embedding module, which is identical to the CTC/DTC-PDS network. The second path extracts underlying edge information from the last stack of the original event frames (align with the ground truth disparity in time). We use 1 × 1 convolution layers to fuse the information across channels and average pooling to adjust the spatial dimension. Conditioned on this auxiliary feature map, the SPADE module extracts modulation parameters which shift and scale the feature map of the spatial embedding module. Its output is formulated as

\[
\hat{h}_{b,c,y,x} = \gamma_{c,y,x}(s) \frac{h_{b,c,y,x} - \mu_c}{\sigma_c} + \beta_{c,y,x}(s)
\]

where \(b, c, y, x\) denote batch index, channel index and spatial coordinates, \(s\) is the last SBT stack, \(\gamma_{c,y,x}(s)\) and \(\beta_{c,y,x}(s)\) are modulated parameters trained on \(s\), \(h_{b,c,y,x}\) is the activation from the spatial embedding module. \(\mu_c\) and \(\sigma_c\) are mean and standard deviation of batch normalization.

We use the same matching sub-network and loss function as [51]. Left features output from SPADE are concatenated with corresponding shifted right features and matched by a stack of convolution operations. After the matching operation, we get a 4D matching volume of size \(\frac{d}{4} \times d \times \frac{h}{4} \times \frac{w}{4}\), where \(d\) denotes the disparity dimension. Then, the regularization module uses an hourglass structure to mix information across disparities and channels and obtains a cost volume of size \(\frac{d}{2} \times h \times w\). More details about the network architecture can be found in the supplementary material. We use sub-pixel cross-entropy loss to train the model:

\[
L(\Theta) = \frac{1}{w/h} \sum_{y,x} \sum_j \text{Laplace}(d(j)|\mu = D_{y,x}^{CT}, b) \ast \\
\log(\text{softmax}(C_{j,y,x}))
\]

Table 1. Results of different event encoding methods on split one.

<table>
<thead>
<tr>
<th>Method</th>
<th>MDE, [cm]</th>
<th>IPA, [%]</th>
<th>No. param.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand-crafted</td>
<td>17.9±0.6</td>
<td>88.1±0.4</td>
<td>0</td>
</tr>
<tr>
<td>ConvGRU</td>
<td>55.9±28.5</td>
<td>45.9±21.9</td>
<td>28800</td>
</tr>
<tr>
<td>ConvLSTM</td>
<td>20.6±1.9</td>
<td>82.2±4.5</td>
<td>38272</td>
</tr>
<tr>
<td>Event queue</td>
<td>16.9±1.0</td>
<td>89.3±1.4</td>
<td>12672</td>
</tr>
<tr>
<td>DTC</td>
<td>15.4±0.1</td>
<td>91.2±0.1</td>
<td>1632</td>
</tr>
<tr>
<td>CTC</td>
<td>15.1±0.3</td>
<td>91.2±0.4</td>
<td>1760</td>
</tr>
</tbody>
</table>

where \(w, h\) denote the width and height of disparity map, \(j\) denotes the disparity index of the cost volume. We set diversity \(b = 2\) and the disparity of ground truth in position \((x, y)\) as mean, like [51, 52] do. So \(d(j) = 2 \ast j\) denotes the number of disparity. Finally, we use sub-pixel estimator [52] to produce a disparity map:

\[
\hat{D}_{y,x} = \sum_j d(j) \ast \text{softmin}(C_{j,y,x})
\]

with \(j = \arg\min\{C_{j,y,x}\}\), where \(\delta\) denotes the window size, \(C_{j,y,x}\) represents the cost in pixel \((j, y, x)\).

### 3. Experiments

We conduct our experiments on the MVSEC dataset [63], which contains depth information collected by a LiDAR sensor and event streams obtained from two event cameras with corresponding 20 Hz intensity images at 346×260 resolution. We split and preprocess the Indoor Flying dataset from the MVSEC using the same setting as [2, 51, 62]. In split one, 3110 samples from the Indoor Flying 2 and 3 are used as the training set while 861 and 200 samples from the Indoor Flying 1 are used as the test set and validation set. In split three, 2600 samples from the Indoor Flying 1 and 2 are used as the training set while 1343 and 200 samples from the Indoor Flying 3 are used as the test set and validation set. We use the mean depth error (MDE), one-pixel-accuracy (IPA), median depth error and mean disparity error as evaluation metrics for the dense disparity ground truth. In addition, we perform preliminary experiments on the recent large-scale outdoor event stereo dataset, DSEC [16], to further demonstrate the general usage of our model. Our models are constructed with PyTorch. For training details see the supplement material.

### 3.1. Comparison of event encoding methods

In this subsection, we compare CTC and DTC with different event encoding approaches, including event queue method [51], convLSTM, convGRU and the hand-crafted method [64] mentioned in sec 1.1. We perform dense disparity estimation where all locations on the ground truth are
used for evaluation, following [2,37,51]. For a fair comparison of all encoding methods, we use the same spatial embedding, matching and regularization module as [51]. The network was trained on split one for three times using different random seeds. For all methods except the event queue and hand-crafted methods, we use SBT to convert events into event frames. Specifically, $\Delta t = 50\text{ms}$ of events are compressed into a stack of $n = 5$ frames with each frame merging $T = 10\text{ms}$ of events, following Eq. 1. The input channel numbers are set to 5 for convLSTM, convGRU and our methods and the output channel number is set to 32. The parameters of SBT actually correspond to the temporal resolution of the network, which is defined by $T = \frac{\Delta t}{n}$. For each training sample, the model reviews 15 preceding event stacks to accumulate temporal information. For every trial, we chose the checkpoint with the best 1PA on the validation set for testing. Tab. 1 shows the comparison on average 1PA, MDE and number of parameters. The results demonstrate that CTC and DTC have similar precision, and both outperform all the other methods in 1PA and MDE, with significantly fewer amount of parameters. Our methods also maintain certain robustness to a range of different SBT parameters (see supplement material). Note that for CTC, we use simulation results from the convLTCOR model. Empirically we found that the training of the convLTC model was unstable, during which gradients sometimes tended to vanish. This could be due to the convolutional input term in the denominator of the system time constant was not properly normalized; more studies are needed for this model.

**Time constants of DTC**

During the evolution, feature maps of DTC update their inputs meanwhile accumulating past states. After training, channels with larger $\tau$ remember more history than those with smaller $\tau$, as shown in Fig. 2. Similar phenomenon is observed on the feature map of CTC (see supplement material). In the event queue method, a stack of 3D-convolution layers are trained to generate a set of temporal weight kernels which are multiplied to polarities stored in the queue according to their timestamps. These weight kernels can be understood as the importance of the network trained to assign over events at different moments. As shown in Fig. 3, DTC is trained to capture spatial features in a range of temporal scales, offering abundant causal and contextual information for downstream modules of the network. In con-
Figure 4. Qualitative comparison on the Indoor Flying dataset of MVSEC. The most left column are events overlapped on corresponding gray-scale images. Disparity maps of DDES, DTC-PDS, DTC-SPADE and the ground truth are on same frames, which are #100 from sequence 1, #340 from sequence 1, #1700 from sequence 3, #980 from sequence 1. We run the released code of DDES for dense disparity estimation and generate the baseline disparity map. Our proposed model could detect more spatial information than the baseline. More details about the plot, including the colormap setup are in the supplement material.

<table>
<thead>
<tr>
<th>Method</th>
<th>EO</th>
<th>Mean depth error [cm] ↓</th>
<th>Median depth error [cm] ↓</th>
<th>Mean disparity error [pix] ↓</th>
<th>IPA [%] ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EIS [37]</td>
<td>✓</td>
<td>13.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EITNet [2]</td>
<td>✓</td>
<td>14.2</td>
<td>19.4</td>
<td>5.9</td>
<td>10.4</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.55</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>89.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>88.1</td>
</tr>
<tr>
<td>DDES [51]</td>
<td>✓</td>
<td>16.7</td>
<td>27.8</td>
<td>6.8</td>
<td>14.7</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>15.3</td>
<td>18.6</td>
<td>6.4</td>
<td>8.7</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>14.9</td>
<td>20.6</td>
<td>6.4</td>
<td>10.6</td>
</tr>
<tr>
<td></td>
<td>✓</td>
<td>13.5</td>
<td>17.1</td>
<td>5.2</td>
<td>7.9</td>
</tr>
<tr>
<td>DTC-PDS</td>
<td>✓</td>
<td>15.3</td>
<td>18.6</td>
<td>6.4</td>
<td>8.7</td>
</tr>
<tr>
<td>CTC-PDS</td>
<td>✓</td>
<td>14.9</td>
<td>20.6</td>
<td>6.4</td>
<td>10.6</td>
</tr>
<tr>
<td>DTC-SPADE</td>
<td>✓</td>
<td>13.5</td>
<td>17.1</td>
<td>5.2</td>
<td>7.9</td>
</tr>
</tbody>
</table>

Table 2. Results for dense disparity estimation. The blank entries denote the unavailability of the respective values from the associated paper. In each criterion, we denote the best result in bold and the second best with an underline. DTC-SPADE outperforms all the other methods on all metrics. EO denotes event-only input for both training and inference. Note that EITNet requires gray-scale images for training but not for inference.

3.2. Empirical results

In this subsection, we compare DTC-PDS and DTC-SPADE with other state-of-the-art event-based stereo matching methods. The results are presented in table 2. Values of other models are taken from their papers. As event-only approaches, both of our models outperform DDES [51]
in all criteria. DTC-SPADE even surpasses methods trained with additional intensity images. Note that DTC-PDS also outperforms EITNet on split 3 except for the 1PA criterion. The results demonstrate that SPADE can improve the network performance, which is supported by further multiple random seeds experiments (see supplement material). The training of EIS [37] utilized both intensity images and event frames prepared with SBN, which stacks a fixed number of events to form a frame. When the temporal density of events fluctuates it can cause potential time misalignment between events and ground truth disparities. This could be the reason of its poor performance. The EITNet [2] trained an image-reconstruction sub-network and used structural information from the image to strengthen the quality of estimated disparities. This approach is a double sword since the network’s performance will be harmed if the reconstruction quality is sub-optimal. It also tremendously increases the network’s training time as well as the computational cost at inference, thus hardly applicable for high-speed scenarios. DTC-SPADE has comparatively much lower computational cost. The network extracts underlying edge information from instant event frames, enabling it to render finer local structures compared to DDES and DTC-PDS, as Fig. 4 shows. Various intrinsic dynamics of DTC also enables the network to generalize well on temporally highly dynamical event streams.

3.3. Streaming experiment

In real-world applications, events are assumed to be generated consecutively by the sensor with variable duration. It would be redundant for algorithms to repetitively review a fixed length of past information to produce accurate disparities, which is by far the standard training setup for our model and all the other methods we have compared with. To test the robustness and real-time applicability of DTC-PDS and DTC-SPADE, we designed a set of streaming experiments. In these experiments, the entire test split is continuously fed into the model, which evolves an equal length of steps and estimates the corresponding disparities. The results are summarized in Table 3. DTC-PDS (DTC-SPADE) reaches an inference speed of 110 (64) FPS (in a single NVIDIA Tesla V100 32G GPU) with a similar level of accuracy as when testing based on a fixed length of preceding event frames. To our best knowledge, our models are the first to perform streaming experiments for dense disparity estimation on the MVSEC dataset. More details about the experiments, including the FPS calculation are in the supplement material.

3.4. DSEC dataset

To demonstrate the general usage and robustness of our method. We further trained our models on the recently proposed DSEC dataset [16]. Preliminary experiments (table

<table>
<thead>
<tr>
<th>Method</th>
<th>DTC-PDS Split 1</th>
<th>DTC-SPADE Split 1</th>
<th>DTC-PDS Split 3</th>
<th>DTC-SPADE Split 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1PA ↑</td>
<td>91.2(91.5)</td>
<td>92.9(93.0)</td>
<td>88.7(88.7)</td>
<td>89.6(89.8)</td>
</tr>
<tr>
<td>MDE ↓</td>
<td>15.1(15.3)</td>
<td>13.5(13.5)</td>
<td>18.6(18.6)</td>
<td>17.1(17.1)</td>
</tr>
<tr>
<td>FPS</td>
<td>110</td>
<td>64</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3. Results for streaming experiment. Values in standard testing setup are in brackets.

<table>
<thead>
<tr>
<th>Method</th>
<th>EO</th>
<th>1PE ↓</th>
<th>2PE ↓</th>
<th>MAE ↓</th>
<th>RMSE ↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>EIS-EI [37]</td>
<td>✗</td>
<td>5.814</td>
<td>1.055</td>
<td>0.396</td>
<td>0.905</td>
</tr>
<tr>
<td>EIS-ES [37]</td>
<td>✓</td>
<td>9.958</td>
<td>2.645</td>
<td>0.529</td>
<td>1.222</td>
</tr>
<tr>
<td>DDES [51]</td>
<td>✓</td>
<td>10.915</td>
<td>2.905</td>
<td>0.576</td>
<td>1.386</td>
</tr>
<tr>
<td>DTC-PDS</td>
<td>✓</td>
<td>9.517</td>
<td>2.356</td>
<td>0.527</td>
<td>1.264</td>
</tr>
<tr>
<td>DTC-SPADE</td>
<td>✓</td>
<td>9.27</td>
<td>2.405</td>
<td>0.526</td>
<td>1.285</td>
</tr>
</tbody>
</table>

Table 4. Comparison on the DSEC dataset. Results are also released on the DSEC disparity benchmark website [1].

4) showed that DTC-SPADE achieved state-of-the-art performance among event-only methods. More details of the experiments are in the supplement material.

4. Conclusion

In this study, we proposed a novel encoding method for sparse events, CTC, which encodes event streams with trainable intrinsic dynamics and low computational cost, and its abstracted version DTC to accelerate simulation. We demonstrated their advantages over other methods on the event-based stereo matching task on the MVSEC dataset. On the network level, we proposed an efficient dual-path architecture, DTC-SPADE, where underlying edge information from event frames is utilized to enhance estimation quality. We demonstrated the superiority of our model over existing state-of-the-art works on both the MVSEC and the DSEC dataset. In streaming experiments, our models exhibit robustness and fast inference, showing a great potential for real-time applications in high-speed scenario. Inspired from biological neurons, both CTC and DTC show clear advantages over other methods in terms of accuracy, model size and speed when running on GPU. An extension of our principles to SNNs implemented in neuromorphic hardware [10, 11, 14, 24, 33, 43] could further lead to super fast event-based stereo system [3]. Our encoding method can be applied to other event-based tasks as well, such as optical flow estimation and slam. Our fast and lightweight stereo network can also benefit downstream applications such as 3D object detection.
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