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Abstract

Appearance-based gaze estimation aims to predict the
3D eye gaze direction from a single image. While recent
deep learning-based approaches have demonstrated excel-
lent performance, they usually assume one calibrated face
in each input image and cannot output multi-person gaze in
real time. However, simultaneous gaze estimation for mul-
tiple people in the wild is necessary for real-world appli-
cations. In this paper, we propose the first one-stage end-
to-end gaze estimation method, GazeOnce, which is capa-
ble of simultaneously predicting gaze directions for multiple
faces (>10) in an image. In addition, we design a sophisti-
cated data generation pipeline and propose a new dataset,
MPSGaze, which contains full images of multiple people
with 3D gaze ground truth. Experimental results demon-
strate that our unified framework not only offers a faster
speed, but also provides a lower gaze estimation error com-
pared with state-of-the-art methods. This technique can be
useful in real-time applications with multiple users.

1. Introduction

Eye gaze is one of the important channels in revealing
human intentions. It has been adopted for a wide range of
applications such as human-computer interaction [23], vir-
tual/augmented reality [3, 26], medical diagnostics [4], and
surveillance systems [17]. To estimate the gaze direction,
various systems have been developed. However, fast and
accurate calculation of gaze direction in a large range of en-
vironment remains challenging.

With the development of deep learning, appearance-
based gaze estimation has attracted more and more atten-
tion, i.e., gaze estimation using face images captured by
common cameras. The main drawbacks of existing meth-
ods are: 1) they usually only support the gaze estimation
for a single person, while multi-person with different head
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Figure 1. Compared with previous appearance-based gaze estima-
tion methods [6,30,32], our method is the only one that can main-
tain the real-time speed as the number of faces increases in the
input image. Consider the average gaze accuracy across different
face resolutions, our method also achieves the best performance.
The experiment setting is the same as Tab. 3.

poses have been less explored; 2) they need to pre-process
the images, i.e., cropping and calibration of the face images,
resulting in a longer computation time. Fig. 2 illustrates the
typical flow of existing systems. It first extracts face ROI us-
ing a face detector, calibrates each face using the detected
facial landmarks, and then the normalized face is fed into
the gaze direction estimation system. It can be seen that the
system errors accumulated after these steps. Moreover, their
computational complexity is proportional to the number of
people in the image, and they normally cannot operate in
real time when there are more than 5 faces in each frame, as
shown in Fig. 1.

In this paper, we reframe the multi-person gaze esti-
mation as a single-stage regression task, which directly
maps image pixels to multiple gaze directions. Specifically,
we propose the first one-stage gaze estimation method,

4197



Existing AGE methods (three stages)

I Gaze estimation |_Normalization | Localization |
= |

Input image

Our method (one stage)

Landmark

Figure 2. Comparison between existing appearance-based gaze estimation (AGE) methods and our method. AGE methods usually conduct
localization, normalization, and gaze estimation for each face one by one. We present the first one-stage method to simultaneously estimate

gaze directions for multiple people in one pass.

i.e., GazeOnce, which estimates all human gaze directions
within one pass. The proposed method not only estimates
gaze directions but also predicts auxiliary face information
including bounding box and facial landmarks. In addition,
we carefully design a projection-based self-supervision loss
for 3D gaze estimation.

Another difficulty to overcome is about the dataset.
Appearance-based gaze estimation relies on high-quality
datasets with face images and ground truth gaze directions.
However, obtaining gaze ground truth is very challenging.
Many gaze datasets have been released [30, 32], while they
usually record data for each single person in a strictly con-
trolled environment, leading to limited image styles and
body poses. On the other hand, manual annotation of 3D
gaze directions is time-consuming and error-prone.

In order to train our GazeOnce method, a new high qual-
ity dataset is needed with multiple people and their gaze
ground truth in every image. To this end, we propose a
sophisticated gaze swapping method for generating a high-
quality multi-person gaze dataset. The proposed MPSGaze
dataset has no restrictions on the number of people and
scenes, and is also easily extensible. This makes the training
and evaluation of multi-person gaze estimation possible.

Based on the proposed dataset, our method not only
achieves real-time multi-person gaze estimation, but also
outperforms state-of-the-art methods in terms of estimation
error and running time, as shown in Fig. 1.

In summary, our main contributions are as follows:

* We propose the first one-stage gaze estimation method,
i.e., GazeOnce, which can estimate multi-user gaze di-
rections simultaneously in a single image. In addition,
we design a projection-based self-supervised strategy
that can further improve the gaze accuracy.

* We provide a new gaze dataset MPSGaze, which en-
ables one-stage gaze estimation training and evalua-
tion. This dataset is generated by a sophisticated swap-
gaze procedure to produce full images of multi-person
with their gaze ground truth.

e Our method outperforms state-of-the-art methods in
terms of gaze accuracy and speed, especially in the
cases of a large number of faces.

2. Related Works

Appearance-based gaze estimation (AGE). AGE has
been a long-standing computer vision problem [15, 16]. Re-
cent deep learning-based AGE methods [7,9, 31, 32] have
significantly improved the accuracy using various strate-
gies, such as a coarse-to-fine approach [5], an adversarial
learning approach [24], a self-attention approach [”] etc.
At the same time, large-scale gaze datasets [©, 13,22, 30]
have been proposed. Most of them are collected in lab-
oratory environments with a strict setting of multi-view
cameras, 3D positions of human participants and gaze tar-
gets, etc. This procedure always results in these datasets
containing only single face images in a limited number of
scenes. Correspondingly, current AGE methods all assume
that there is only one calibrated face in the input image.
However, this will lead to a disadvantage that the speed of
current AGE methods depends on the number of faces in
the input image. Most methods cannot achieve real-time
performance when there are multiple people in the image.

Real-time multi-face process. Face understanding re-
ceives keen attention because of its wide range of applica-
tions. Many methods have been proposed for face local-
ization [18], facial expression recognition [27], head pose
estimation [ 1], erc. With the development of object detec-
tion methods [14], one-stage methods for multi-face under-
standing are favored by real-time applications because of
their lightweight design and high accuracy. For example,
face detection methods [8, 18] apply the one-stage architec-
ture and design more efficient modules for face character-
istics. Correspondingly, large-scale face datasets [28] have
been constructed by employing a large number of manual
annotations. In addition, researchers find that it is an effi-
cient method [20,29] to conduct multi-task (landmark, head
pose, gender, efc.) learning alongside face detection because
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Figure 3. Generation of the MPSGaze. To create a dataset with full images of multi-person with gaze ground truth, we conduct gaze
swapping between the Widerface [28] dataset (with face bounding box labels) and the ETH-XGaze [30] dataset (with gaze labels). The
pipeline consists of 2 phases, matching and swapping. For each qualified face in Widerface, we retrieve the nearest face from ETH-XGaze
by filtering various face attributes. Based on the matching result, we design 2 strategies to swap gaze, i.e., face exchange and eyes exchange.

these tasks share common facial features. Inspired by these
works, we propose to develop a one-stage gaze estimation
method.

3. Multi-Person Swap Gaze Dataset

We propose a new Multi-Person Swap Gaze Dataset,
MPSGaze, for our task of gaze estimation for multiple peo-
ple in one stage. To the best of our knowledge, existing
datasets either only contains face information (e.g., bound-
ing box, landmark, efc.) or contains normalized single faces
with gaze labels. Therefore, our first obstacle is to construct
a dataset that contains both multiple people in the wild and
corresponding gaze ground truth. To this end, we propose
to merge the advantages of face datasets and gaze datasets
to enable the training and evaluation of multi-person gaze
estimation in one stage. In the following, we first introduce
the pipeline of generating the MPSGaze dataset, then show
the details of the dataset.

3.1. Generation Pipeline

We choose the largest and most common gaze dataset
available, ETH-XGaze [30], and the face detection dataset,
Widerface [28], for our task. The proposed approach con-
sists of two phases, face matching and gaze swapping, as
shown in Fig. 3.

3.1.1 Face Matching
The left part of Fig. 3 shows the process of face matching
between the two datasets. First, we conduct face attributes

calculation for each qualified face in Widerface [28] and
ETH-XGaze [30] by

A =F(), (1

where A is the attributes extracted from a single-face im-
age I. Here A = {almka Apose; Adager Arace agender} and
Amk € R68X29 Apose € st Agge € Rg’ Argee € R7,
Agender € R2. The function F is implemented by state-
of-the-art methods [12,25].

Next, for each qualified face f,, in the Widerface [28],
we retrieve the nearest face f., from the ETH-XGaze [30].
The implementation of our retrieval is as follows. 1) We
first conduct an essential-attribute (we choose gender) filter
for faces in ETH-XGaze [30] to match with f,,. The cho-
sen faces are called f.. 2) f,, is normalized according to its
landmarks and the normalization steps are consistent with
ETH-XGaze [30]. 3) We save the image warp matrix W and
the head pose rotation matrix R. 4) We calculate the differ-
ence in landmarks and head poses between f,, and faces in
fe. Jointly we compute a matching score for each face in f,
by a scoring function

S(feafw) =

>

Te{lmk,pose}

Qi % |aT,w - a'r,e|7 (2)

where « is determined by the experience of comparing the
matching results. 5) We keep n highest-scoring faces for
the final filtering, auxiliary-attribute filtering, where we pe-
nalize the score of the left n faces by a joint measurement
of age and race differences. 6) Finally, we choose the face
fes with the final highest score in f, as a match for f,, from
Widerface [28].

3.1.2 Ground Truth Available Gaze Swapping

We propose a gaze swapping method to produce synthetic
face images f! with ground truth gaze ¢’. Through affine
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Figure 4. Gaze swap results (second row) with ground truth gaze
labels in our MPSGaze dataset. Please zoom in for details.

transformations, the ground truth gaze of f.s can be pre-
served. The procedure is shown in the right part of Fig. 3.

Given a pair of matched faces f,, and f.s, we swap the
gaze as follows. 1) We first warp f.s to match with the orig-
inal f,, through W=! and R=!, where W and R are image
warp matrix and head pose rotation matrix. These two ma-
trices are pre-computed in the step of Face Matching. 2)
Then we load the matching error computed by Eq. (2) ac-
cording to the landmarks and head poses difference between
the face pair. 3) When the error is under a given threshold,
we only swap the eye region by replacing f,, with fes. 4)
Otherwise, we keep the whole face region of f.5 to replace
fw. This operation produces more robust results because
the head pose information of face f.; is preserved. 5) Next,
we employ the Poisson blending method [19] to seamlessly
fuse the two overlapped faces for the sake of reality. 6) Fi-
nally, we apply the inverse rotation matrix R~! on the origi-
nal gaze label of f., as the ground truth gaze ¢’ for the final
swapped image f} .

3.2. Details of MPSGaze

In the Widerface [28] training dataset, 24282 faces are
swapped leaving faces that are too small, too blurry, and
with too much occlusion unswapped. Some examples are
shown in Fig. 4. As shown in Tab. 1, compared to other
gaze datasets, the MPSGaze contains images of ~20 thou-
sand people subjects with multiple faces per image. In addi-
tion, MPSGaze shares the advantages of [28] that it contains
images in a large variety of wild scenes which are specially
designed.

4. Method

After acquiring the MPSGaze dataset which enables the
training of one-stage multi-person gaze estimation, we pro-
pose the GazeOnce framework. The architecture overview
is illustrated in Fig. 5. The input to our model is a full image
containing any number of faces and the output is multi-user
gaze directions. Instead of processing every face one by
one, we propose the first model to estimate gaze for multi-
ple people in one stage.

Gaze dataset ‘ #people # faces/image Unconstrained
MPIIGaze [32] 15 1 x
ETH-XGaze [30] 110 1 X
Gaze360 [13] 238 1 X
MPSGaze (ours) | ~10* 1~30 v

Table 1. Comparison with other gaze datasets. In existing datasets,
limited number of people subjects are requested to look at preset
targets to collect constrained gaze data.

4.1. Multi-task Learning for Face Detection and
Gaze Estimation

We equip the proposed GazeOnce with a multi-task
learning strategy, i.e., jointly optimizing face localization
and gaze estimation. Inspired by the RetinaFace [8], we
employ a similar architecture for our task. The proposed
GazeOnce mainly consists of two components: feature ex-
tractor and downstream heads. The feature extractor aims
to encode different faces from the input image I into latent
codes. To get arich embedding in which faces with different
scales can be treated equally, we adopt the feature pyramids
and the context modules from [8] as the feature extractor.
Specifically, different levels of the feature pyramid produce
features of different scales computed from the output of the
corresponding stages of MobileNet [21] or ResNet [ 1] us-
ing top-down and lateral connections. Next, for each feature
level, context modules [ 18] are implemented to increase the
receptive field. The feature extraction is effective for both
the face detection task and the gaze estimation task because
they share all-face information, such as the head pose, be-
sides the eye-region information. Similar conclusions have
also been made in [32].

After the feature extraction, 1x1 convolutions are used
as downstream heads for different tasks. For the face de-
tection task, we employ three heads, namely classifica-
tion head, localization head, and landmarks head. These
three heads are used to predict probabilities of existence y,,,
bounding boxes y;, and positions of landmarks y;, respec-
tively. We design a 3D gaze head and three auxiliary pro-
jection heads for the gaze estimation task. These heads esti-
mate the 3D gaze y, and three 2D gaze projections yr, yr,
and yg. For each training anchor ¢, we minimise a multi-
task loss:

L= a»cface + Bﬁgazev (3

where:
L:face :ﬁclass (y;)a y;)*) + Aly;*‘cbox (ylZ;a yllz*) (4)
+ )\Qy;* Elandmark (ylla yll*)v

where notations with * are the corresponding ground truth.
Landmark regression is an auxiliary task to benefit face de-
tection which is proven in [8,29]. We will introduce L4
in the next section.
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Figure 5. Overview of the GazeOnce framework. The feature extraction is based on feature pyramids followed by context modules [18],
which is adopted from RetinaFace [8]. Next, we calculate a joint loss for gaze estimation and face localization for each positive anchor.
To achieve higher gaze accuracy, we propose to project the 3D gaze from 3 directions as an auxiliary supervision signal and design a
self-supervision loss function to constrain the predictions from different views to be equal.

4.2. 2D Projection-based Self-supervision for 3D
Gaze Estimation

We propose a projection-based self-supervision tech-
nique for our method. The idea is to project the 3D gaze
onto three planes to form three 2D gaze estimation sub-
tasks, which constrains the original 3D gaze estimation task
in a self-supervised manner.

Inspired by 3D head pose estimation work [!] which
projects the 3D pose onto the image plane for supervision,
we apply the projection operation in the 3D gaze estimation
task. However, we notice that projecting a 3D gaze onto
different planes may result in different performances.

Fig. 6 shows three projections of a 3D gaze onto three
planes, namely the front plane (image plane), the side plane,
and the top plane. When there is a certain variation dg in the
3D gaze, its projection variations in pixels are different on
the three planes. For instance, the 2D projection point on
the side plane falls near the origin, and thus the correspond-

Variation of
the 3D gaze dg

| ~7 3D gaze x 2D gaze projectionl

Figure 6. Visualization of 2D projections of a 3D gaze onto 3
planes. When there is a variation dg in the 3D gaze, its projection
variations in pixels are different on the three planes.

ing pixel variation is larger.
To mathematically model such differences, we introduce
the concept of 2D Gaze Sensitivity (GS):
dg dy r
GSidxidxi " (5)
GS defines the consequential variation dg of the 3D gaze
angle with respect to a change dx at the position x on the
projection plane. According to Eq. (5), the further z is apart
from the origin, the larger the 2D GS is.

Clearly, lower 2D GS means lower uncertainty in the cor-
responding 3D gaze direction given the fixed pixel resolu-
tion, which is good for our task. However, as shown in
Fig. 6, the 2D GS can be large in two projection planes with
large x values. Therefore, we propose to use all of the three
projections on different planes to ensure the existence of at
least one lower 2D GS.

We implement this idea in our network. As shown in
Fig. 5, besides the 3D gaze task, we introduce three addi-
tional sub-tasks to estimate three sets of 2D gaze points on
the projection planes, namely yr, yr and yg, where ‘F’, ‘T’
and ‘S’ stand for front, top, and side.

Then, a self-supervised mechanism can be constructed
by checking the consistency between each of the three 2D
gaze outputs and three projections IIx, II7 and IIg of the
3D gaze output y, respectively as shown in Fig. 5. Specifi-
cally, the three projections of y, follow these equations:

(0, @) = [—r * sin ¢ * cosb, —r % sin 6],
II7 (0, ¢) = [r * cos ¢ * cosh,
0

IIs(6, ¢) = [—r * cos ¢ * cosH,

—r x sin @ * cosf|, (6)

—r xsin 6],

where II is the projection function, 7 is the half face width,
and {6, ¢} are the pitch and yaw components of y,,.

As explained above, by projecting the 3D gaze onto three
planes simultaneously, there is always at least one projec-
tion with low 2D GS, which is favorable for the estimation.
This is supported by the results in Tab. 4.
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Table 2. Running speed comparison on NVIDIA GeForce RTX 2080. Our one-stage gaze estimation method can run at almost the same

speed as RetinaFace [8] (SOTA face detection method). Assuming that existing AGE methods [6, 30,
detection costing time 7' (25ms on average), their average values of running speed tested on the Widerface [

the table.

Method
Time/image (ms)

Ours (MobileNet)
24.93

Full-face [

T(= 25)+1.21 x#face

] employ RetinaFace [8] for face
] validation set are shown in

ETH-18 [30]
T+3.15x#face

ETH-50 [30]
T+6.64 x#face

GazeTR [0]
T+9.98 x#face

Table 3. Gaze error evaluated on the MPSGaze. It shows comparison between our method and existing AGE methods, including Full-

face [32], ETH-18 [30], ETH-50 [

], and GazeTR [6] (trained on ETH-XGaze dataset [

]). Our method shows higher accuracy in

grading comparisons of faces with various scales, even when compared to the transformer-based method [6].

Gaze error (lower is better) w.r.t. the width of faces

Method Backbone Input

30-60  60-90

Full-face AlexNet 1 normalized face ~ 24.99  20.00
ETH-18 ResNet18 1 normalized face ~ 28.89 21.93
ETH-50 ResNet50 1 normalized face ~ 29.82 21.87
GazeTR ResNet18 1 normalized face ~ 24.51 16.84
Ours MobileNet0.25 1 full image 2294 17.55
Ours ResNet50 1 full image 21.17 13.77

Loss Design. By constraining the three 2D gaze estima-
tion points yr,yr,ys on the three planes to be equal to
the three projections of the 3D gaze estimation direction y,,
our self-supervision improves the final gaze estimation ac-
curacy. The self-supervision is implemented by using the
following loss function:

>

Te{F,T,S}

Eself = ‘yT - HT(yg)|1 *xe Pr + pr,y (7)

where F, T, S represents front, top, and side, I functions
are from Eq. (6), and p is trainable weights [10] associated
with each projection plane. Finally, the total loss is £ =
oL tace + BLgaze, Where Liqee is defined in Eq. (4) and
Lgaze is defined as:

Acgaze = Alﬁself + )\2|yg - y;|1

+ A3 Z lyr — I (yg)1, ®)
Te{F,T,S}

where * represents the ground truth and other expressions
are the same as in Eq. (7).

5. Experiments
5.1. Experimental Setup

Our evaluation is mainly conducted on the test set of
MPSGaze which is based on the validation set of Wider-
face [28] and ETH-XGaze [30], and we conduct gaze swap
on 6277 faces of different resolutions. To match the input
format of existing AGE methods, we conduct cropping and

90-120  120-150 150-180 180-210 210-240 >240
17.56 17.03 16.47 14.74 13.43 1231
16.66 14.90 14.33 12.44 11.68 10.32
16.93 14.76 13.87 11.79 11.13 9.98
14.59 13.37 13.65 11.72 10.71 9.96
13.69 11.08 11.13 9.41 8.17 7.74
10.58 7.9 8.57 6.68 6.01 5.56

normalization on these faces. The experiments show that
our method not only achieves higher accuracy and speed
on synthetic data in MPSGaze, but we also test on real full
images with gaze annotation from human experts and our
method still performs better than existing AGE methods.

5.2. Comparison with Existing AGE Methods

We compare our method with 4 full-face appearance
based gaze estimation methods [6, 30, 32]. They are all
trained on the ETH-XGaze [30] dataset to match the source
of the gaze-swap of our test data which is also ETH-XGaze
[20]. As shown in Tab. 2 and Tab. 3, Full-face [32] is the
earliest to be proposed and its speed is relatively high but it
shows the worst accuracy. ETH-18 and ETH-50 [30] are
the models trained with ResNetl18 and ResNet50 [11] as
backbones, where ETH-50 is used as the baseline method
published in [30]. GazeTR [6] is the latest method based
on transformer design which achieves the highest accuracy
among the four methods. However, it runs the slowest and
cannot achieve real-time performance if there is more than
one face in an image.

We test our method with MobileNet [21] and ResNet50
[11] as backbones. The speed evaluation in Tab. 2 shows
that our method performs the best because our method can
achieve similar speed as the RetinaFace [8], the SOTA face
detection method. Assuming that the four existing AGE
methods mentioned above use RetinaFace [8] for face de-
tection, their speed comparison with our method is clearly
lagging behind even without considering the time spent on
the normalization based on facial landmarks. In Tab. 2, the
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Table 4. Ablation studies on the MPSGaze test set. Constraining the width of faces and the angle of ground truth gazes, two comparisons
are conducted. It is worthy of attention that, compared to the model that only predicts 3D gaze (v',x,x), the model that only predicts front-
projection 2D gaze (x,F,Xx) achieves higher accuracy in the small-angle range (0-60°) and lower accuracy in the large-angle range due
to the uneven distribution of the Gaze Sensitivity (Eq. (5)). This table shows the advantage of our full model with F, TS (Eq. (6))

and Acself (Eq (7))

Gaze error (lower is better) w.r.t. the width of faces

3Dgazetask 2D gazetask  Locif 3060 60,00 90-120 120-150 150-180 180210 210240 240
v x x 2451 1951 1559 1323 1284 1134 1068  9.76
x F x 2400 1873 1456 126 1222 1083 877  8.99
v F F 2344 1810 1416 1176 1109 1001 915 809
v FT,S FT,5 2294 1755 13.69 1108 1113 941 817 774
Gaze error (lower is better) w.r.t. the angle of GT gaze
SDgazetask 2D gazetask  Locif 00 5030 3040 4050 5060 6070 7080  80-90
v x x 9.12 994 1083 1159 143 1867 2686  43.04
x F X 856 849 975 1077 1264 1837 302 5435
v F F 801 866 921 1004 1152  17.12 2657 4375
v FT,S FT,5 1797 845 899 951 1053 1636 2331 434

larger the #face, the slower the speed is. With the absolute
speed advantage, Tab. 3 also shows that our method has the
highest accuracy.

5.3. Ablation study

Tab. 4 shows the ablation study of our method. Our full
model contains 4 gaze tasks: one 3D gaze task (pitch, yaw)
and three projected 2D gaze tasks (x, y) in which the projec-
tion in the front direction has a one-to-one correspondence
with the 3D gaze, thus it can be easily transformed to pitch
and yaw and compared with the ground truth. In addition,
according to Eq. (7), we also add equal-loss to the 4 gaze
predictions, which is also proven to be effective in Tab. 4.

There are two parts in Tab. 4 constraining the target face
size and ground truth gaze direction, respectively. For each
table there are 4 rows of data. The first row indicates that

AGE methods in the full image

‘ Auto-labeling with 1 ‘ Human 1—'

modification -

aut() ' ,- #* hum an

- l"-

Object-relation check ‘

Li;' “'iz J’/&

Figure 7. Human expert annotation pipeline. First, each face is
cropped out, normalized, and then [30] is employed to generate
preliminary gaze labels. Second, human experts are asked to mod-
ify the gaze labels. Third, the gaze labels are shown in the original
full image, and experts can modify them again according to object
relations to get the final annotation.

the model only regresses 3D gaze; the second row indicates
that the model only regresses 2D gaze projection in the front
direction which is later converted to 3D gaze; the third row
indicates that the model regresses both 3D gaze and 2D gaze
projection (front) with a training loss restricting them to be
equal; and the fourth row indicates that the model regresses
all 4 gaze values and restricts them to be equal. The results
in the table show the advantages of our full model. It is wor-
thy of attention that, as we described in Method Sec. 4.2,
compared to the model that only regresses 3D gaze, the
model that only regresses 2D gaze in the front direction has
higher accuracy in the small-angle range (0-60°) and lower
accuracy in the large-angle range due to the uneven distri-
bution of the Gaze Sensitivity (Eq. (5)). To solve this prob-
lem we propose to project 3D gaze from different directions,
which solves the problem theoretically and achieves better
results.

5.4. Evaluation on Human Annotation Dataset

Besides testing on swap-gaze synthetic data, we also
conduct evaluation on real full images. To get correspond-
ing gaze labels, we ask some experts to conduct a subjec-
tive gaze annotation and finally acquire gaze annotation for
2719 faces in the Widerface [28] validation set. The anno-
tation process is shown in Fig. 7. First, each face is cropped
out for existing AGE methods to automatically generate
preliminary gaze labels. Next, human experts are asked to
modify the gaze labels and the gaze is then shown in the
original full image so experts can modify them again ac-
cording to object relations to get the final annotation. We
also develop a GUI software to facilitate human experts to
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Figure 8. Visualization of predicted gaze on cropped single faces. Faces with various resolutions in human annotation dataset (left) and
MPSGaze test set (right) are cropped from the whole images and resized for better visualization. Note that these results are generated by
the MobileNet version of our model.

Figure 9. Visualization of multi-person gaze estimation on full images. The gaze directions of different people are estimated at the same

time by the MobileNet version of our model.

conduct the annotation.

Tab. 5 shows the comparison between our method and
existing AGE methods. Although humans cannot perform
well in 3D annotation tasks, we can consider this exper-
iment as a subjective test. The clear leading rank of our
method shows our advantage. From another perspective,
the relatively large test error shows the necessity of our pro-
posed MPSGaze dataset with ground truth labels. We also
show the visualization results in Fig. 8 and Fig. 9.

Table 5. Comparison on the human annotation dataset. Our meth-
ods (m: MobileNet0.25 backbone, r: ResNet50 backbone) show
higher accuracy than existing AGE methods [6,30,32] (trained on
the ETH-XGaze [30] dataset).

Gaze error w.r.t. the width of faces

Method
0-60  60-120 120-180 180-240 >240
Full-face 36.06 35.7 33.38 2537 21.67
ETH-18 3195 31.38 28.5 22.85 1993
ETH-50 3043 31.24 2831 22.11 18.79
GazeTR  36.00 33.53 31.10 26.81  23.59
Ours-m  26.06 25.88  24.02 2227 1841
Ours-r 2590 22.69  22.02 19.92 1554

6. Limitation and Future Work

First, our method cannot produce estimates for people
who show their backs to the camera or look towards the
back side of the scene. This is a common problem for ex-
isting appearance-based gaze estimation methods while it is
inevitable in the real world. In future research, such back-
to-camera situations can be further considered and tried to
handle. Second, although we propose an effective method
to synthesize full images with multi-person gaze ground
truth, it could be still worth considering to try to collect
real data directly with accurate gaze directions of multiple
people in the wild.

7. Conclusion

We propose the first one-stage gaze estimation method,
i.e., GazeOnce, which can estimate multi-user gaze direc-
tions simultaneously in a full image. In addition, we design
a projection-based self-supervised strategy that can further
improve the gaze accuracy. To enable one-stage gaze es-
timation training and evaluation, we provide a new gaze
dataset, MPSGaze, which is generated by a sophisticated
swap-gaze procedure to produce full images of multi-person
with gaze ground truth data. Finally, our method outper-
forms state-of-the-art methods in terms of gaze accuracy
and speed.
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