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Figure 1. Comparison between our results and previous flow-guided video inpainting results. Our method enjoys a visually more pleasing result with respect to the completed flow (bottom row) and the inpainted video frame (top row).

Abstract

Physical objects have inertia, which resists changes in the velocity and motion direction. Inspired by this, we introduce inertia prior that optical flow, which reflects object motion in a local temporal window, keeps unchanged in the adjacent preceding or subsequent frame. We propose a flow completion network to align and aggregate flow features from the consecutive flow sequences based on the inertia prior. The corrupted flows are completed under the supervision of customized losses on reconstruction, flow smoothness, and consistent ternary census transform. The completed flows with high fidelity give rise to significant improvement on the video inpainting quality. Nevertheless, the existing flow-guided cross-frame warping methods fail to consider the lightening and sharpness variation across video frames, which leads to spatial incoherence after warping from other frames. To alleviate such problem, we propose the Adaptive Style Fusion Network (ASFN), which utilizes the style information extracted from the valid regions to guide the gradient refinement in the warped regions. Moreover, we design a data simulation pipeline to reduce the training difficulty of ASFN. Extensive experiments show the superiority of our method against the state-of-the-art methods quantitatively and qualitatively. The project page is at https://github.com/hitachinsk/ISVI.

1. Introduction

Video inpainting aims at filling-in the corrupted regions across video frames to maintain the visual coherence of the restored video [2]. It has wide application scenarios, such as object removal, watermark removal, video retargeting, etc. Different from image inpainting [15, 31, 32, 49], video inpainting highly depends on the utilization of the complementary content across video frames to synthesize video frames with high visual quality.

Over the past two decades, researchers have committed significant efforts to video inpainting [10, 27, 36, 42, 45]. In recent years, a number of deep learning-based video inpainting methods are proposed, and they can be classified into two categories. The first category [5, 6, 12, 18, 20, 21, 29, 42, 54, 57] synthesizes the pixels in the video frames directly, while the second category [8, 48] completes the optical flows to guide the warping procedure from the valid regions to fill in the corrupted regions. We refer these two categories to pixel-based methods and flow-based methods, respectively. Compared with pixel-based methods, flow-based methods are capable of maintaining high-frequency details in the inpainted video frames, because they mainly rely on warping video frames rather than synthesizing the pixels. Therefore, flow-based methods could achieve more visual pleasing results against the pixel-based rivals [38].
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Similar to frames, consecutive optical flows are also correlated. The fully utilization of the context provided by the flows nearby is crucial for accurate flow completion. DFGVI [48] directly concatenates the consecutive flows for target flow completion and lacks of insightful modeling on the motion correlation between the flows.

The existing flow-based methods suffer from inaccurate flow completion, which results in erroneous warping and inpainting performance degradation, observable as the seams and ghosting shown in Fig. 1b and 1c. Moreover, the style (including lightening and sharpness) across different video frames is not exactly the same, which causes spatial incoherence between the valid regions and the warped regions (the corrupted regions filled with the warped content). Although FGVC [8] has introduced gradient warping and Poisson blending [33] to obtain seamless fusion, such strategy is inadequate to deal with the style difference between each frames.

For more effective flow context utilization, we introduce the inertia prior for accurate flow completion in a local temporal sequence. Inertia is the resistance of any physical object to any change in its speed or direction of motion. In a local temporal window, inertia guarantees strong coherence of optical flows. Therefore, We align the features from consecutive optical flows under the inertia prior and generate richer temporal context representation, which empowers accurate flow completion. We refer this flow completion network as Inertia-Guided Flow Completion (IGFC) Network. We also introduce the smoothness loss and the ternary census transform (TCT) loss to supervise the completion of optical flows with respect to their intrinsic properties.

To amend the spatial incoherence caused by style variation across different video frames after flow-guided warping, we design Adaptive Style Fusion Network (ASFN) to optimize the warped gradients in the warped regions under the guidance of the gradients in the valid regions. ASFN is a lightweight network with several adaptive style fusion (ASF) modules. In each ASF module, the mean and standard deviation of the valid regions and the warped regions are extracted and fused to correct the style in the warped regions. Experimental results demonstrate the effectiveness of ASFN in style correction for better spatial coherence.

For the training of ASFN, we design a data simulation pipeline to ease the cost on data preparation and enable separative training scheme. Besides, our method achieves memory-efficient inference and is capable to tackle videos up to 4K.

The contributions of this work can be summarized as:

• We introduce the inertia prior to model the inherent correlation within optical flow sequences, and propose the flow completion network (IGFC) with inertia-guided flow feature alignment and aggregation for high-quality flow completion.

• We propose the Adaptive Style Fusion Network (ASFN) to refine the warped gradients in the warped regions to alleviate the spatial incoherence caused by style variation across different video frames.

• We establish a data simulation pipeline for ASFN training, which degrades the data preparation cost significantly for more efficient training.

2. Related Work


Video Inpainting. Traditional methods [7, 10] complete the corrupted regions of the target frames with the valid regions from the aligned reference frames under the guidance of homography or optical flow warping. Huang et al. [13] propose to optimize both optical flow reconstruction and frame inpainting simultaneously to maintain the spatiotemporal consistency, which achieves excellent performance.

Recently, more methods adopt CNN in video inpainting. A number of methods [5, 6, 42, 57] adopt 3D CNN [40] or channel shift [23] for spatiotemporal joint optimization. Several studies [18, 21] introduce recurrent networks [46] to exploit the temporal relationship explicitly. Some works [30, 55] adopt the internal learning to exploit the spatiotemporal redundancy in videos, while some works adopt the attention mechanism [12, 17, 20, 25, 26, 29, 54] to fetch similar content in the feature domain for video inpainting.

Xu et al. [48] and Gao et al. [8] implement content propagation using optical flow for video inpainting. Since the videos are filled with the valid pixels under the guidance of the completed optical flows, flow-based methods are good at maintaining the spatial high-frequency details. However, the above two methods fail to explicitly consider the motion correlation between consecutive flows during optical flow completion, which leads to sub-optimal flow completion quality. Besides, style variation between different video frames causes spatial incoherence in the warped videos. Our method approximates the motion correlation between consecutive flows with the inertia prior to fuse flows more accurately, and we also design ASFN to refine the style in the warped regions.

Style Transfer. AdaIN [14] extracts and maps the mean and standard deviation from one image to the other in the
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3. Method

3.1. Problem Formulation

Given a video sequence \( X := \{X_1, X_2, \ldots, X_t\} \), our goal is to synthesize the corrupted content indicated by the corresponding mask sequence \( M := \{M_1, M_2, \ldots, M_t\} \), where “1” represents the corrupted regions, and “0” represents the valid regions.

3.2. Inertia-Guided Flow Completion Network

Our inertia-guided flow completion network (IGFC) is depicted in Fig. 2 (a), which is an encoder-decoder network with skip connection [35]. Here we take forward flow completion as an example to introduce flow completion in details. In this subsection, we denote the forward optical flow between \( t \)-th and \((t+1)\)-th frames as \( F_t \) for simplicity. We corrupt the flow sequence \( \{F_{t-i}, \ldots, F_t, \ldots, F_{t+i}\} \) with their corresponding masks, and initialize these flows with Laplacian filling, where the initialized \( t \)-th flow is denoted as \( \tilde{F}_t \). The input of IGFC is the consecutive initialized flows \( \{\tilde{F}_{t-i}, \ldots, \tilde{F}_t, \ldots, \tilde{F}_{t+i}\} \) and the output is the completed target flow \( \hat{F}_t \). We adopt the inertia prior to align the encoded reference flow features to the target flow feature, and then fuse the features from the aligned reference features to the target feature with a matching network, as depicted by [43]. We adopt the dilation convolution [50] to enlarge the receptive field of the fused target flow. The proposed network generates optical flows in a coarse to fine manner with multiscale motion field description.

Inertia Prior assumes the motion trend in a local temporal window is constant. Given two optical flows \( \tilde{F}_{t-1} \) and \( \tilde{F}_t \). For a point \( x_{i-1} \) in frame \( I_{i-1} \), inertia prior indicates,

\[
\tilde{F}_t(x_{i-1} + \tilde{F}_{t-1}(x_{i-1})) \approx \tilde{F}_{t-1}(x_{i-1})
\]  

(1)

As the flow is floating-point number, we quantify the propagated flow value to the four nearest integers based on the bilinear kernel. Given the warped pixel location \( p(x_i) = x_{i-1} + \tilde{F}_{t-1}(x_{i-1}) \), this process can be written as,

\[
\hat{F}_t(x_i) = \sum_{x \in S} k(x - p(x_i)) \tilde{F}_{t-1}(x_{i-1}) \sum_{x \in S} k(x - p(x_i))
\]  

(2)

where \( k(a) = (1 - a_x) \cdot (1 - a_y) \) is the bilinear kernel, and \( a_x \) and \( a_y \) are the coordinates of the point \( a \). \( S \) denotes the 4-neighbor of \( x \).

Inertia prior can not only align the flows nearby, but also align the flows within a certain interval. If we warp the optical flow \( \tilde{F}_{t-j} \) to the flow \( \tilde{F}_t \), the corresponding warped pixel from \( x_{t-j} \) is \( p(x_t) = x_{t-j} + j \times \tilde{F}_{t-j}(x_{t-j}) \). For the optical flows warped from the future timestamp, the corresponding \( j \) is negative. For inertia flow warping of the backward flows, we reverse the order of the the backward flows, and the above formulas still hold.

We illustrate inertia prior in Fig. 3 (a) and provide an example on pixel domain inertia warping in Fig. 3 (b). The valid regions of reference flows are transformed by inertia warping and aligned to the corrupted regions of the target flow. Such complementary features at the same location provide a good reference to the completion of the target flow. Therefore, we calculate the flow-wise similarity with a matching net to aggregate these aligned flows.

In general, the mask regions do not shift too much in a local temporal window, and hence applying inertia prior...
Figure 3. Inertia prior illustration. The red regions in (b) represents the newly filled regions propagated from the reference flows to align the optical flows directly cannot provide sufficient convincing references in the inner corrupted regions of the target flow. Therefore, we apply the inertia prior in the feature domain, considering that the encoding process can also be regarded as a pre-filling process. The inertia warping in the feature space can get supervised from the valid regions even in the inner corrupted regions. Moreover, inertia warping in feature space can be optimized jointly with the network, which boosts the flow completion performance.

Loss Function. IGFC outputs optical flows in a coarse to fine manner. We penalize the predicted flows at each resolution with the reconstruction loss in hole and valid regions.

\[ L_{\text{hole}} = \frac{\| M_t \odot (F_t - \tilde{F}_t) \|_1}{\| M_t \|_1} \]
\[ L_{\text{valid}} = \frac{\| (1 - M_t) \odot (F_t - \tilde{F}_t) \|_1}{\| (1 - M_t) \|_1} \]

where \( \odot \) represents Hadamard product.

Warping accuracy could supervise flow completion from the perspective of flow quality. With the completed flows, we warp the ground-truth frames after ternary census transform \([37, 53]\), which excludes the interference caused by lightening variation. Due to lightening and sharpness variation across different video frames, we penalize the inaccurate warping regions with ternary census transform loss (TCT loss), denoted as \( L_{\text{ter}} \). TCT loss is imposed to all the resolutions of the completed flows to guide multiscale motion field. Details of the TCT loss are provided in the supplementary material.

We apply the first-order and the second-order smooth losses to the completed optical flow at the original resolution for preserving its piece-wise smooth property.

\[ L_{\text{smooth}} = \left\| \nabla \tilde{F}_t \right\|_1 + \left\| \nabla \Delta \tilde{F}_t \right\|_1 \]

where \( \nabla \) represents the gradient operator, and \( \Delta \) represents the divergence operator.

Therefore, the loss function to train IGFC is the combination of the above four loss terms.

\[ L = \lambda_1 L_{\text{hole}} + \lambda_2 L_{\text{valid}} + \lambda_3 L_{\text{smooth}} + \lambda_4 L_{\text{ter}} \]

We set \( \lambda_1 = 1, \lambda_2 = 1, \lambda_3 = 0.5 \) and \( \lambda_4 = 0.01 \).

3.3. Adaptive Style Fusion Network

After we complete the optical flows, we can propagate the content across different frames along the trajectory formed by the completed optical flows. Since the completed optical flows are not perfect, the incorrect warping will misplace the reference pixels and lead to significant mismatching in low-frequency components. Therefore, we choose to propagate the gradients to avoid the low-frequency propagation error and maintain the local content consistency. The missing low-frequency components will be synthesized by Poisson blending \([33]\) with the assistance of valid regions. Different from FGVC \([8]\), we construct the Poisson equation based on the corrupted regions and their 2-pixel boundaries, which maintains the original performance but runs faster because of the reduction of the dimension in Poisson equation. Following previous flow-guided video inpainting methods, we inpaint the occluded regions with DeepFillV1 \([51]\). Our warping procedure is borrowed from FGVC \([8]\), and more details can be viewed in the supplementary material.

Due to lightening and sharpness variation across video frames, even if the trajectory is formed by the perfect optical flows, the content propagated along the ideal trajectory cannot be guaranteed the same with the ground truth gradient in the target frame. For example, frame \( I_j \) can be written as \( I_j = aC_j + b \), where \( C_j \) is the content to be propagated. \( a \) and \( b \) represent the multiplicative and additive style parameters, respectively. If we propagate gradient from \( I_j(x_j) \) to \( I_i(x_i) \), the gradient will be,

\[ \nabla I_i(x_i) = I_j(x_j + 1) - I_j(x_j) = aC_j(x_j + 1) + b - (aC_j(x_j) + b) \]

The presence of the style parameter \( a \) in Equation 6 affects the distribution of the propagated gradient, which causes the style deviation of the gradients in the warped regions. For example, if \( \nabla C_j(x_j) \) subjects to Gaussian distribution \( N(\mu, \sigma^2) \), the distribution of \( a \nabla C_j(x_j) \) will be \( N(a\mu, \sigma^2 \sigma^2) \). The style parameter \( a \) impacts the warped gradient features of other frames through gradient propagation, which leads to the spatial incoherence.
four ASF modules. For the space with an encoder and process the encoded feature with connection \[11\]. More ASF details are shown in Fig. 4. ASF blocks and two convolution blocks with residual connection of the feature map in the corresponding regions. For input as the valid regions, \(\Omega\) represents the number of pixels in \(\Omega\).

We map the warped gradient map \(\nabla \hat{I}_t\) to the feature space with an encoder and process the encoded feature with four ASF modules. For the \(m\)-th ASF block, we denotes its input as \(p_m\) and the output as \(p_{m+1}\). Given corresponding mask \(M_t\), we extract the mean and standard deviation of \(p_m\) in the warped and the valid regions, respectively.

\[
\begin{align*}
\mu_\Omega(m) &= \frac{1}{||\Omega||} \sum_{\Omega} p_m \\
\sigma_\Omega(m) &= \frac{1}{||\Omega||} \sqrt{\sum_{\Omega} (p_m - \mu_\Omega(m))^2}
\end{align*}
\]  

(7)

where \(\mu_\Omega\) and \(\sigma_\Omega\) represent the mean and standard deviation of the feature map in the corresponding regions. For the valid regions, \(\Omega = 1 - M_t\), otherwise \(\Omega = M_t\). \(||\Omega||\) represents the number of pixels in \(\Omega\).

Since the style in the valid regions is known, we can adopt such style to optimize the counterpart in the warped regions. The style in the valid regions does not encode any context about the warped regions. If we directly map the style from valid regions to warped regions, the temporal style prior encoded in the warped regions may be discarded. Therefore, we optimize the style in the warped regions by concatenating the mean and standard deviation vectors in the warped and valid regions, respectively and use two FC layers to fuse the style information across these two regions to get the multiplicative and additive style parameters \(\gamma\) and \(\beta\). We adopt the instance normalization \([41]\) to wipe the original style information in the warped regions. Finally, The generated style information is mapped to the warped regions, and such operation can be formulated as,

\[
p_{m+1} = (1 - M_t) \odot p_m + M_t \odot \left(\frac{p_m - \mu_M(m)}{\sigma_M(m)} + \beta\right)
\]  

(8)

Finally, the refined gradient \(\nabla \hat{I}_t\) is generated with a decoder.

**Loss Function.** We adopt the reconstruction loss and the adversarial loss to train ASFN, the reconstruction loss is,

\[
L_{s_{\text{hole}}} = \left\| M_t \odot (\nabla I_t - \nabla \hat{I}_t) \right\|_1 / \| M_t \|_1
\]

\[
L_{s_{\text{valid}}} = \left\| (1 - M_t) \odot (\nabla I_t - \nabla \hat{I}_t) \right\|_1 / \| (1 - M_t) \|_1
\]

\[
L_{\text{rec}} = L_{s_{\text{hole}}} + L_{s_{\text{valid}}}
\]

(9)

where \(\nabla I_t\) denotes as the ground truth gradient. We adopt the SN-PatchGAN \([52]\) to make the distribution of the refined gradients and the ground truth as close as possible and use the hinge loss for the discriminator. We denote the adversarial loss as \(L_{\text{adv}}\), and the loss \(L_s\) is the weighted combination of the following two loss terms. We set the weight of reconstruction loss to 1, and the weight of adversarial loss to 0.01.

### 3.4. Data simulation pipeline

The data preparation cost for ASFN training is expensive. To obtain the training data, we need to complete each optical flow in the video with IGFC, and warp the gradients across the whole video with completed flows until there is no unfilled regions, which is unacceptable during training.

In order to reduce data preparation cost, we propose the data simulation pipeline shown in Fig. 5. We adopt the pretrained IGFC to produce the completed optical flows in a short temporal window. To guarantee the corrupted regions are filled as much as possible, we only corrupt the gradient \(\nabla I_t\) with the corresponding mask \(M_t\). The corrupted regions are filled by the propagation from the ground truth gradients \(\nabla I_{t-1}\) and \(\nabla I_{t+1}\) with the completed flows. The fusion weights \(\omega_{t\rightarrow(t-1)}\) and \(\omega_{t\rightarrow(t+1)}\) are calculated by the flow forward-backward consistency, and greater weights are attached to the flow-consistent area. We warp the gradients \(\nabla I_{t-1}\) and \(\nabla I_{t+1}\) with the completed flows \(\hat{F}_{t\rightarrow(t-1)}\) and \(\hat{F}_{t\rightarrow(t+1)}\), respectively. To simulate the style variation in a frame, we impose random lightening and Gaussian blur to the warped regions. Finally, we adopt the fusion weights to fuse the warped gradients and replace the corrupted regions in the gradient \(\nabla I_t\) to get the training data \(\nabla \hat{I}_t\).

### 4. Experiments

#### 4.1. Settings

We adopt two common datasets for evaluation: Youtube-VOS \([47]\) and DAVIS \([4]\). Youtube-VOS contains 4,453
videos with natural scenes. We train our network with its training set and test with its test set. DAVIS contains 150 videos, whose training set has densely annotated masks. We adopt its training set as our test set to evaluate the video inpainting performance.

Following the previous work [8], we adopt PSNR, SSIM [44], and LPIPS [56] to measure the video inpainting quality, and use end-point-error (EPE) to evaluate optical flow completion quality. We compare our method with state-of-the-art baselines, including VINet [18], DFGVI [48], CPN [20], OPN [29], 3DGC [5], STTN [54], FGVC [8], TSAM [57], and FFM (a.k.a. Fuseformer) [25].

In our experiments, RAFT [39] is employed to extract optical flows. We also adopt RAFT as the flow extractor to other flow-guided video inpainting methods [8, 48] for fair comparison. We utilize three consecutive flows as inputs of IGFC to strike the balance between efficiency and performance, and the inputs to IGFC and ASFN are both resized to 256 × 256. The initial learning rate is $1e^{-4}$ and divided by 10 after 120k iterations. Both IGFC and ASFN are trained with the Adam optimizer [19], and the whole training process takes about 3.5 days.

### 4.2. Quantitative Evaluation

We report the quantitative results of our method and the baselines on the Youtube-VOS and DAVIS datasets. During inference, all video frames are resized to 432×256 without specification. For Youtube-VOS, we apply square masks for inference. For DAVIS, we adopt square masks and object masks for inference. The average size of the square masks takes about $\frac{1}{4}$ of the whole frame area. The object masks are randomly shuffled from the annotations in DAVIS. We also report the video inpainting performance under the 960×600 resolution to validate the video inpainting performance under higher resolution.

The quantitative results are shown in Tab. 1. For both Youtube-VOS and DAVIS, our method outperforms the state-of-the-art baselines by a large margin. Our method enjoys superior performance not only in the restoration metric (PSNR, SSIM), but also in the perceptual metric (LPIPS). The flow results are presented in Tab. 3. Our flow completion method also significantly advances other works. The running speed of our method is also competitive with other flow-based video inpainting methods [8, 48].

### 4.3. Qualitative Comparisons

We perform qualitative comparisons of our method against six competitive baselines [8, 20, 25, 29, 54, 57]. The results are shown in Fig. 6. Compared with pixel-based video inpainting methods, flow-guided methods commonly generate sharper results by avoiding spectral bias [34] in CNN. Fig. 8 compares the flow completion quality of our method and previous flow-guided methods [8, 48]. Our method enjoys more accurate flow completion quality. The accurate optical flows synthesis in IGFC and the style correction in ASFN both lead to better video inpainting performance and more visually pleasing experience.

### 4.4. User Study

We do a user study to validate the superior subjective visual quality of our method against the others under the object removal setting. We recruit 30 volunteers. We randomly sample 20 videos from DAVIS for user study. All the videos can be replayed many times to help the volunteers make more accurate decisions. Fig. 7 shows the results between our method and the others, which illustrates the superior performance of our method.

### 4.5. Ablation Studies

Our ablation studies are conducted on DAVIS, and the results on both the square masks and the object masks are reported for more comprehensive evaluation.

**Effectiveness of the inertia prior.** We compare IGFC with two baselines. The first is our flow completion model.
Figure 6. The qualitative comparison between our method and SOTAs. Compared with other results, our synthesized videos are superior in detail preserving, which leads to more visually pleasing experiences. More qualitative results can be viewed in the supplementary material.

Figure 7. The user study results between our method and the competitive baselines. “Rank-x” means the percentage of the corresponding method is chosen as “x-th” best.

Figure 8. The comparison of the completed optical flows between IGFC and the baselines. IGFC enjoys a more accurate flow completion performance (e.g. clear motion boundary and the preservation of the details).

Figure 9. The comparison of the completed flows w/o. inertia warping and with feature domain inertia warping. The inertia prior on feature domain can predict the motion structure and boundaries better.

Figure 10. The visualization of optical flows synthesized by the models trained with or w/o. TCT loss. Compared with the flows without TCT loss supervision, the model with TCT loss can maintain the sharpness at the edges.

without inertia warping (No warp), and the second is our model with flow domain inertia warping (Flow) to validate the effectiveness of IGFC. The quantitative results are listed in Tab. 2. The feature domain inertia warping adopted by IGFC boosts both the flow completion and the video in-

Effectiveness of the TCT loss. TCT loss supervises the flow completion quality with the frame warping after ternary census transform. Fig. 10 shows that the TCT loss is beneficial to the clarity in the motion boundary.

Effectiveness of the ASFN. Fig. 11 illustrates our in-
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Figure 11. The comparison of the frames processed with or w/o. ASFN. ASFN can correct the unreasonable lightening around the player and the back of the hiker, and can also enhance the details in the mountain region so as to achieve spatial coherence between the warped and the valid regions.

Figure 12. Comparison of the gradient map with or w/o ASFN. In the red box, ASFN sharpens the texture of the mountain based on the sharpness in the valid regions; in the blue box, ASFN reversely suppresses the over-sharp patterns for spatially coherent style.

Table 2. Comparisons of the flow warping methods. “No warp” indicates the flow completion network without flow alignment, “Flow” represents the inertia prior based flow warping in the flow domain. “IGFC” indicates our proposed method.

<table>
<thead>
<tr>
<th>Method</th>
<th>square</th>
<th>object</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EPE</td>
<td>PSNR</td>
</tr>
<tr>
<td>No warp</td>
<td>0.58</td>
<td>32.94</td>
</tr>
<tr>
<td>Flow</td>
<td>0.58</td>
<td>32.91</td>
</tr>
<tr>
<td>IGFC</td>
<td>0.56</td>
<td>33.23</td>
</tr>
</tbody>
</table>

Table 3. Comparisons of the flow completion quality and the video inpainting performance with or w/o. ASFN across different flow-guided video inpainting methods.

<table>
<thead>
<tr>
<th>Method</th>
<th>ASFN</th>
<th>square</th>
<th>object</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>EPE</td>
<td>PSNR</td>
<td>SSIM</td>
</tr>
<tr>
<td>DFGVI [48]</td>
<td>✓</td>
<td>1.16</td>
<td>31.24</td>
</tr>
<tr>
<td>FGVC [8]</td>
<td>✓</td>
<td>0.63</td>
<td>32.14</td>
</tr>
<tr>
<td>Ours</td>
<td>✓</td>
<td>0.56</td>
<td>32.91</td>
</tr>
</tbody>
</table>

5. Conclusion

In this work, we propose a flow-guided video inpainting method. Based on the physical property of object motion, we introduce the inertia prior to exploit the correlation between consecutive optical flows for more accurate optical flow completion. We design the Adaptive Style Fusion Network to optimize the style of the warped regions under the guidance from the valid regions. Extensive experiments have demonstrated that our method performs high-quality video inpainting. In general, our method could handle flow completion of structured contents, but it still needs to ameliorate the performance on fine-grained flow completion and in fast motion cases. We improve the capabilities of video inpainting and produce more plausible results. This may have a potential negative impact that the inpainted videos may fool people with fake messages.
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