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Abstract

The point cloud learning community witnesses a modeling shift from CNNs to Transformers, where pure Transformer architectures have achieved top accuracy on the major learning benchmarks. However, existing point Transformers are computationally expensive since they need to generate a large attention map, which has quadratic complexity (both in space and time) with respect to input size. To solve this shortcoming, we introduce Patch ATention (PAT) to adaptively learn a much smaller set of bases upon which the attention maps are computed. By a weighted summation upon these bases, PAT not only captures the global shape context but also achieves linear complexity to input size. In addition, we propose a lightweight Multi-Scale aTention (MST) block to build attentions among features of different scales, providing the model with multi-scale features. Equipped with the PAT and MST, we construct our neural architecture called PatchFormer that integrates both modules into a joint framework for point cloud learning. Extensive experiments demonstrate that our network achieves comparable accuracy on general point cloud learning tasks with 9.2× speed-up than previous point Transformers.

1. Introduction

Transformer has recently drawn great attention in natural language processing \cite{7,34} and 2D vision \cite{8,21,33,38} because of its superior capability in capturing long-range dependencies. Self-Attention (SA), the core of Transformer, obtains an attention map by computing the affinities between self queries and self keys, generating a new feature map by weighting the self values with this attention map. Benefitting from SA module, Transformer is capable of modeling the relationship of tokens in a sequence, which is also important to many point cloud learning tasks. Hence, plenty of researches have been done to explore
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global attention map, which can be obtained by computing self queries and self keys. Notably, the representation of such product is low-rank and discards noisy information from the input.

In addition, to aggregate local neighborhood information, Zhao et al. [56] proposed PT² to build local vector attention in neighborhood point sets, Guo et al. (PCT [10]) proposed to use a neighbor embedding strategy to improve point embedding. Though PT² and PCT have achieved significant progress, there exist problems that restrict their efficiency and performance. First, they wastes a high percentage of the total time on structuring the irregular data, which becomes the efficiency bottleneck [23]. Second, they fails to build the attentions among features of different scales which is very important to 3D visual tasks. As shown in Fig 1, a large indoor scene often contains small instances (e.g., chair and lamp) and large objects (e.g., table), building the relationships among them required a multi-scale attention mechanism. However, the input sequence of PT² and PCT is generated from equal-sized points, so only one single scale feature will be preserved in the same layer.

To solve these issues, we present a lightweight Multi-Scale Attention (MST) block for point cloud learning, which consists of two steps. In the first step, our MST block transforms point cloud into voxel grids, sampling boxes with multiple convolution kernels of different scales and then concatenates these grids as one embedding (see Fig 4). Specifically, we propose to use the depth-width convolution (DWConv [11]) on boxes sampling because of both few parameters and FLOPs. In the second step, we incorporate 3D relative position bias and build attentions to non-overlapping local 3D window, providing our model with strong multi-scale features at a low computational cost.

Based on these proposed blocks, we construct our neural architecture called PatchFormer (see Fig 2). Specifically, we perform the classification task on the ModelNet40 and achieve the strong accuracy of 93.5% (no voting) with 9.2× faster than previous point Transformers. On ShapeNet and S3DIS datasets, our model also obtains strong performance with 86.5% and 68.1% mIoU, respectively.

The main contributions are summarized as following:

- We present PatchFormer for efficient point cloud learning. Experiments show that our network achieves strong performance with 9.2× speed-up than prior point Transformers.

- We propose PAT, the first linear attention mechanism in the point cloud analysis paradigm.

- We present a lightweight voxel-based MST block, which compensates for previous architectures’ disability of building multi-scale relationship.

2. Related works

2.1. Transformer for 2D Vision

Motivated by the success of Transformers in NLP [6, 14, 29, 34, 48], researchers designed visual Transformers for vision tasks to take advantage of their great attention mechanism. In particular, Vision Transformer (ViT) [8] is the first such example of a Transformer-based approach to match or even surpass convolution neural networks (CNNs) for image classification. Later, Wang et al. [37] proposed pyramid structure into transformers, named PVT, greatly decreasing the number of patches in the later layers of the model. Liu et al. [21] proposed Swin Transformer whose representation is computed with non-overlapping local windows. Subsequently, Wang et al. [38] and Chen et al. [2] proposed CrossFormer and CrossViT to study how to learn multi-scale features in Transformers.

Inspired by the cross-scale attention used in CrossFormer and CrossViT for image analysis, we present a voxel-based MST block for point cloud learning that combines voxel grids of different sizes to learn stronger local features.

2.2. Point Cloud Learning

Most existing point cloud learning methods could be classified into two categories in terms of data representations: the voxel-based models and the point-based models. The voxel-based models generally rasterize point clouds onto regular grids and apply 3D convolution for feature learning [13, 15, 27, 40, 57]. These models are computationally efficient due to their excellent memory locality, but suffer from the inevitable information degrades on the fine-grained localization accuracy [23, 31, 51]. Instead of voxelization, developing a neutral network that consumes directly on point clouds is possible [12, 20, 26, 30, 35, 39, 44, 47, 50, 53, 54]. Although these point-based models naturally preserve accuracy of point location, they are usually computationally intensive.

Generally, the voxel-based models have regular data locality and can efficiently encode coarse-grained features, while the point-based networks preserve accuracy of location information and can effectively aggregate fine-grained features. In this paper, we propose PatchFormer to incorporate both the advantages from the two models mentioned above.

2.3. Point Transformers

Powered by Transformer [34] and its variants [8, 21], the point-based models have recently applied SA to extract features from point clouds and improve performance significantly [9, 10, 16, 25, 49, 51]. In particular, PT³ is the first such example of a Transformer-based approach for point cloud learning. Later, Guo et al. and Zhao et al. pro-
posed PCT and PT\textsuperscript{2} to construct SA networks for general 3D recognition tasks.

However, they suffer from the fact that as the size of the feature map increases, the computing and memory overheads of the original SA increase quadratically. To address this issue, we propose PAT to compute the relation between self queries and a much smaller bases, yet captures the global context of a point cloud as well.

### 3. Overview

An overview of the PatchFormer architecture is presented in Fig. 2. Our method first embeds a point cloud \( P \) into a D dimensional space \( F \in \mathbb{R}^{N \times D} \) using a shared MLP, where \( N \) is the number of points. We empirically set \( D = 128 \), a relatively small value for computational efficiency. Late, we split our model into three stages and each stage is comprised of two blocks: Multi-Scale aTTention (MST) block and Patch-ATtention (PAT) block.

As illustrated in Fig 2, the MST block first voxelizes a point cloud into regular voxel grids and then feeds them into a multi-scale aggregating module. In this module, we sample boxes using three DWConv kernels of different size and concatenate them as one embedding. After that, we limit SA computation to non-overlapping local boxes in order to alleviate the quadratic complexity of the original SA. Note that a LayerNorm (LN) layer is applied before W-SA module and MLP module, and a residual connection is applied after each module. Eventually, we leverage the trilinear interpolation to transform the voxel grids to points.

Like ViT [8], the PAT block treats each point as a “token” and aggregates global feature by using patch attention. It receives MST block’s output as input, estimates a much more compact bases and generates global attention map upon these bases. Note that, our method reduces the complexity (both in space and time) from \( O(N^2) \) of the original SA to \( O(MN) \) (\( M \ll N \)) where \( M \) is the number of bases. As a result, the proposed patch attention can conveniently replace the backbone networks in existing point Transformers for various point cloud learning tasks.

Throughout the next sections we use the following notations: the original point cloud with \( N \) points is denoted by \( P = \{ p_i \}_{i=1}^N \subseteq \mathbb{R}^C \). In the simplest setting of \( C = 3 \), each point contains 3D coordinates. \( F = \{ f_i \}_{i=1}^R \subseteq \mathbb{R}^D \) is the input embedding feature.

### 4. Method

In this section, we first analysis the original SA mechanism, then we detail our novel way to define attention: patch attention. And finally, we discuss the design of MST block in detail.

#### 4.1. Self-Attention

We first revisit the self-attention (SA) mechanism. The standard SA, also called scalar dot-product attention, is a mechanism that calculates semantic affinities among different elements within a sequence of data. Following the terminology in [34], let \( Q, K, V \) be the query, key and value matrices, respectively, generated by linear transformations of the input features \( F \in \mathbb{R}^{N \times D} \) as follows

\[
(Q, K, V) = (W_q, W_k, W_v)F, \quad (1)
\]

\[
Q, K, V \in \mathbb{R}^{N \times D}, \quad (2)
\]

where \( W_q, W_k \) and \( W_v \) are the shared learnable linear transformations as illustrated in Fig 3.

Using the pairwise dot product \( QK^T \in \mathbb{R}^{N \times N} \), then SA
can be formulated as:

\[ A = (\alpha_{i,j}) = \text{softmax}(QK^T), \]
\[ F_{out} = AV, \]  

where \( A \in \mathbb{R}^{N \times N} \) is the attention map and \( \alpha_{i,j} \) is the pairwise affinity between (similarity of) the \( i \)-th and \( j \)-th elements. It is apparent that the output \( F_{output} \) is a weighted sum of \( V \), where a value gets more weight if the similarity between the keys and values yields a higher attention weighting score.

However, the high computational complexity of \( O(N^2 D) \) presents a significant drawback to use of SA. The quadratic complexity in the number of input points makes it infeasible to apply SA to point cloud directly.

### 4.2. Patch Attention

In view of the high computational complexity of the attention mechanism and limitations, we first propose the PAT, which is an augmented version of SA. Unlike prior point Transformers obtain an attention map by computing affinities between self queries and self keys, our patch attention (PAT) computes the relation between self queries and a much smaller bases, yet captures the global context of a point cloud.

For simplicity, we consider an input point cloud \( \mathcal{P} \) and its corresponding feature map \( F \) of size \( N \times D \), our proposed PAT is illustrated in Fig 3 which consists of two steps, including base estimation and data re-estimation.

**Base Estimation.** In this step, we estimate a compact basis set \( B \in \mathbb{R}^{M \times D} \) where \( M \) is the number of bases. In particular, we introduce the concept of patch-instance base. For each point cloud \( \mathcal{P} \) in the dataset, we over-segment it into \( M \) patches (\( M \ll N \)) and based on which, we create \( M \) patch-instance bases. In this way, the global shape can be approximated by the set of each patch-instance base, which have a less total number. For simplicity, we use the K-Means algorithm to segment \( \mathcal{P} \) into \( M \) patches \( \{S_1, S_2, ..., S_M\} \), \( M=96 \), by default in classification task. We define each base as \( b_m \) by aggregating the representations of all the points in the \( S_m \), it can be described as:

\[ b_m = \sum_{f_i \in S_m} w_i(\varphi(f_i)), \]  
\[ B = \{b_m\}_{m=1}^M \subseteq \mathbb{R}^D. \]

Here, \( f_i \) is the representation of point \( p_i \), the transformation function \( \varphi(\cdot) \) is an MLP with one linear layer and one ReLU nonlinearity, \( w_i \) is the normalized degree for \( f_i \) belonging to the \( S_m \). We use spatial softmax to normalize each patch.

Generally, our base estimation method can adaptively adjust the contribution of all points in the same patch to the base via a data-driven way. Such adaptive adjusting facilitates to fit the intrinsic geometry submanifold.

**Data Re-estimation.** After estimating the bases \( B \), we can replace \( K \) matrices with \( B \) and re-formulate Eq 3 as:

\[ A = \text{softmax}(QB^T), \]  

where \( A \in \mathbb{R}^{N \times M} \) is the attention map constructed from a compact basis set. After that, the final bases \( B \) and attention map \( A \) are used to re-estimate the inputs \( F \). We formulate a new equation to re-estimate the \( F \) using \( \tilde{F} \) as follows:

\[ \tilde{f}_i = \sum_{m=1}^M A_{im}^R b_m, \]  
\[ \tilde{F} = \{\tilde{f}_i\}_{i=1}^N \subseteq \mathbb{R}^D. \]

As \( \tilde{F} \in \mathbb{R}^{N \times D} \) is constructed from a compact basis set \( B \), it has the low-rank property compared with the input \( F \).
Inspired by PCT [10], we calculate the difference between the estimated features \( \hat{F} \) and the input features \( F \) by element-wise subtraction. Finally, we feed the difference between the estimated features \( \hat{F} \) and \( F \) to the input voxel grids is sampled by three DWConv kernels (i.e., \( 3 \times 3 \times 3, 5 \times 5 \times 5, 7 \times 7 \times 7 \)) with stride \( 1 \times 1 \times 1 \). Each embedding is constructed by projecting and concatenating the three 3D boxes.

4.3. Multi-Scale Attention

In this subsection, we detail how our MST block learns multi-scale feature representations in attention models. This block consists of two steps, including Multi-scale feature aggregating and Attention building.

Multi-scale Feature Aggregating. This step is used to generate multi-scale features for each stage. Fig 4 illustrates the first MST block, which is ahead of the Stage-1, as an example. we receive voxel grids as input, sampling boxes using three kernels of different size. The strides of three kernels are kept the same so that they generate the same number of embeddings. As can be seen in Fig 4, every three corresponding boxes own the same center but locate at different scales. These three boxes will be projected and concatenated as one embedding. In practice, the process of sampling and projecting can be implemented through three DWConv layers. Note that we use a lower dimension for large kernels while a higher dimension for small kernels. Fig 4 provides the specific allocation rule in its subtable, where a 128 dimensional example is given. Compared with allocating the dimension equally, our scheme reduces computational cost while maintaining the model’s high performance.

The MST blocks in other stages work in a similar way. As shown in Fig 2, MST blocks in Stage-2/3 use two kernels \((3 \times 3 \times 3, 5 \times 5 \times 5)\). The strides are set as \(1 \times 1 \times 1\). For computing efficiency, DWConv with kernel sizes larger than \(5 \times 5 \times 5\) is implemented by stacking multiple convolutions with kernel size \(3 \times 3 \times 3\) and \(5 \times 5 \times 5\).

Attention Building. To build the attentions among features of different scales, we attempt to conduct the standard SA on multi-scale feature map. However, the computation complexity of the full SA mechanism is quadratic to feature map size. Therefore, it will suffer from huge computation cost for 3D vision tasks that take high resolution feature maps as input, such as semantic segmentation.

To solve this shortcoming, our MST block limits the SA computation to non-overlapping local 3D windows. In addition, we observe that numerous previous works [21, 22, 41] have shown that it can be advantageous to include relative position bias in SA computation. Thus we introduce 3D relative position bias \( \hat{R} \in \mathbb{R}^{V^3 \times V^3} \) as

\[
F_{output} = \text{softmax}(QK^T + \hat{R})V,
\]

where \( Q, K, V \in \mathbb{R}^{V^3 \times D} \) are the query, key and value matrices, and \( V^3 \) is the number of voxel grids in a local 3D window. Since the relative position along each axis lies in the range \([-V+1, V-1]\), we parameterize a smaller-sized bias matrix \( \hat{R} \in \mathbb{R}^{(2V-1) \times (2V-1) \times (2V-1)} \), and values in \( \hat{R} \) are taken from \( \hat{R} \).

For cross-window information interaction, existing works [21, 33, 37] suggested to apply halo or shifted window to enlarge the receptive filed. However, the elements within each Transformer block still has limited attention area and requires stacking more blocks to achieve large receptive filed. In our network, the local attention is building in multi-scale input features. Thus, we don’t need to stack more attention layers for cross-window connection or larger receptive filed.
Table 1. Results on ModelNet40 [43]. Compared with previous Transformer-based models, our PatchFormer achieves the promising accuracy with 9.2× measured speed-up on average.

5. Experiments

In this section, we evaluate the proposed PatchFormer for different tasks: classification, part segmentation, and scene semantic segmentation. Performance is quantitatively evaluated using four metrics: mean class accuracy, overall accuracy (OA), per-class intersection over union (IoU), and mean IoU (mIoU). For fair comparison, we report the measured latency and model size on a RTX 2080 GPU to reflect the efficiency but evaluate other indicators on a RTX 3090 GPU. Please refer to our appendices for more detailed network architecture and experimental results.

Implementation details. We implement the PatchFormer in PyTorch. We use the SGD optimizer with momentum 0.9 and weight decay 0.0001, respectively. For 3D shape classification on ModelNet40 and 3D object part segmentation on ShapeNetPart, we train for 250 epochs. The initial learning rate is set to 0.01 and is dropped until 0.0001 by using cosine annealing. For semantic segmentation on S3DIS, we train for 120 epochs with initial learning rate is set to 0.01 and is dropped until 0.0001 by using cosine annealing.
Figure 5. Attention map and segmentation results on ShapeNet. From left to right: attention maps w.r.t. three selected entries in the bases, segmentation results.

Figure 6. Visualization of semantic segmentation results on the S3DIS dataset. The input is in the top row, PatchFormer prediction is on the middle, the ground truth is on the bottom.

Table 3. Results of part segmentation on ShapeNet Part.

<table>
<thead>
<tr>
<th>Model</th>
<th>Input</th>
<th>mIoU</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>DGCNN</td>
<td>8×4096</td>
<td>47.1</td>
<td>178.1ms</td>
</tr>
<tr>
<td>PointCNN [18]</td>
<td>4×4096</td>
<td>57.3</td>
<td>282.3ms</td>
</tr>
<tr>
<td>PointASNL [46]</td>
<td>4×4096</td>
<td>62.6</td>
<td>1895.2ms</td>
</tr>
<tr>
<td>PT1 [9]</td>
<td>4×4096</td>
<td>63.1</td>
<td>1223.6ms</td>
</tr>
<tr>
<td>KPConv [32]</td>
<td>4×6500</td>
<td>67.1</td>
<td>267.5ms</td>
</tr>
<tr>
<td>PatchFormer</td>
<td>8×4096</td>
<td>68.1</td>
<td>109.8ms</td>
</tr>
</tbody>
</table>

Table 4. Indoor scene segmentation results on S3DIS, evaluated on Area5. From this table, we can see that PatchFormer outperforms most of previous models in accuracy and efficiency.

![Table 4](image-url)

5.4. Indoor Scene Semantic Segmentation

**Data.** We evaluate our model on the S3DIS dataset [1], which contains 3D RGB point clouds from six indoor areas of three different buildings. Each point is marked with a semantic label from 13 categories (e.g., board, bookcase, chair, ceiling, and beam) plus clutter. Following a common protocol [26,32], we divide and sample each room into 1 m × 1 m blocks, wherein each point is represented by a 9D vector (XYZ, RGB, and normalized spatial coordinates). In addition, the points in each block are sampled into a uniform number of 4,096 points during the training process, and all points are used in the test.

**Results and Visualization.** The results are presented in Table 4. From this table we can see that our PatchFormer attains mIoU of 68.1%, which outperforms graph-based methods such as DGCNN [39], sparse convolutional networks such as MinkowskiNet [5], continuous convolutional networks such as KPConv [32], attention-based models such as PointASNL [46] and point Transformer such as PT1. Remarkably, our PatchFormer also outperforms these powerful model by a large margin in latency.

Fig 6 shows the PatchFormer’s predictions. We can see that the predictions are very close to the ground truth. PatchFormer captures detailed multi-scale features in complex 3D scenes, which is important in our network.

5.5. Ablation Studies

We now conduct a number of controlled experiments that examine specific decisions in the PatchFormer design.

**Number of Bases.** We first investigate the setting of the
Table 5. Ablation study: number of bases $M$ in our network. We report latency on ModelNet40 dataset.

<table>
<thead>
<tr>
<th>$M$</th>
<th>ModelNet40(OA)</th>
<th>ShapeNet(mIoU)</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>32</td>
<td>91.54</td>
<td>84.92</td>
<td>33.25ms</td>
</tr>
<tr>
<td>64</td>
<td>92.94</td>
<td>85.82</td>
<td>33.82ms</td>
</tr>
<tr>
<td>96</td>
<td><strong>93.52</strong></td>
<td>86.52</td>
<td>34.32ms</td>
</tr>
<tr>
<td>128</td>
<td>93.50</td>
<td><strong>86.54</strong></td>
<td>35.56ms</td>
</tr>
</tbody>
</table>

Table 6. Ablation study on the multi-scale feature aggregation, PAT and relative bias on two benchmarks. w/o MS feature: all MST block without aggregate multi-scale features. MLP: replace PAT with MLP layer in our architecture. EdgeConv: replace PAT with EdgeConv layer in our architecture. self-attention: replace PAT with self-attention layer in our architecture. rel. pos: the default settings with an additional relative position bias term.

<table>
<thead>
<tr>
<th>Ablation</th>
<th>ModelNet40(OA)</th>
<th>ShapeNet(mIoU)</th>
<th>Latency</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o MS feature</td>
<td>92.85</td>
<td>85.22</td>
<td></td>
</tr>
<tr>
<td>MLP</td>
<td>92.62</td>
<td>85.32</td>
<td></td>
</tr>
<tr>
<td>EdgeConv</td>
<td>93.10</td>
<td>85.89</td>
<td></td>
</tr>
<tr>
<td>self-attention</td>
<td>93.29</td>
<td>86.22</td>
<td></td>
</tr>
<tr>
<td>no rel. pos</td>
<td>93.15</td>
<td>86.30</td>
<td></td>
</tr>
<tr>
<td>Ours</td>
<td><strong>93.52</strong></td>
<td><strong>86.52</strong></td>
<td></td>
</tr>
</tbody>
</table>

Table 7. We replace our PAT with other linear attention mechanisms. We collect their public code and adapt them to 3D data.

<table>
<thead>
<tr>
<th>Ablation</th>
<th>ModelNet40(OA)</th>
<th>Latency(ms)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^2$ Net [3]</td>
<td>92.89</td>
<td>36.89</td>
</tr>
<tr>
<td>EMA Net [17]</td>
<td>93.02</td>
<td>37.27</td>
</tr>
<tr>
<td>Linformer [36]</td>
<td>93.14</td>
<td>40.22</td>
</tr>
<tr>
<td>Performer [4]</td>
<td>93.22</td>
<td>35.46</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>93.52</strong></td>
<td><strong>34.32</strong></td>
</tr>
</tbody>
</table>

number of bases. The results are shown in Table 5. The best performance of classification task is achieved when $M$ is set to 96. On the one hand, when the bases is smaller ($M = 32$ or $M = 64$), the model may not have sufficient context for its predictions. On the other hand, increasing $M$ does not give PatchFormer much accuracy benefit but incurs a raise on latency. This also demonstrates the efficiency and effectiveness of our PAT.

Effect of Multi-scale feature aggregating. We conduct an ablation study on the Multi-scale feature aggregating step. From Table 6, we can see the performance without this step on ModelNet40 and ShapeNet are 92.85%/85.22%, in terms of OA/mIoU. It is much lower than the performance with Multi-scale feature (93.52%/86.52%). This suggests that the Multi-scale feature is essential in this setting.

Impact of PAT. We investigate the impact of PAT used in the PAT block. From Table 6, we can see that PAT is more effective than the no-attention baseline (MLP). The performance gap between PAT and MLP baseline is significant: 93.52% vs. 92.62% and 86.52% vs. 85.32%, an improvement of 0.9 and 1.2 absolute percentage points. Compared with EdgeConv baseline, our PAT also achieves improvements of 0.42 and 0.63 absolute percentage points. Notably, our PAT outperforms the self-attention baseline with 0.23 and 0.30 absolute percentage points. We also compare PAT with other linear attention mechanisms in Table 7 and find it achieves the best accuracy and running speed. PAT has two obvious advantages. First, we only need to calculate K-Means once on the original point cloud due to the intrinsic geometry similarity, which means that the computational cost of the base estimation can be neglected. Second, PAT based on residual learning is more robust to any rigid transformation of objects.

Effect of 3D Relative position bias. Finally, we investigate the effect of 3D relative position bias used in the MAS block. Table 6 shows results. We can see that the PatchFormer with relative position bias yields +0.37% OA/+0.47% mIoU on ModelNet40 and ShapeNe in relation to those without position encoding respectively, indicating the effectiveness of the relative position bias.

6. Conclusion and Future Work

In this work, we propose a new type of attention mechanism, namely Patch AT(ention) (PAT) for point cloud learning, which computes a much smaller bases by exploiting the geometric similarity of nearby points. The reconstructed output of our PAT is low-rank and achieves linear time-space complexity to input size. Further, we propose a lightweight MST block, building attentions among features of different scales and providing our model with multi-scale features. Based on these modules, we construct PatchFormer for various point cloud learning task. Experiments show that our PatchFormer achieves comparable accuracy and better speed than other point Transformers.

We hope that our work will provide empirical guidelines for new method design and inspire further investigation of the properties of point Transformers. For example, performing K-Means in the points, extracting a patch feature for each cluster, directly reducing the number of tokens in the embedding stage.
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