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Abstract

Remarkable achievements have been attained with Generative Adversarial Networks (GANs) in image-to-image translation. However, due to a tremendous amount of parameters, state-of-the-art GANs usually suffer from low efficiency and bulky memory usage. To tackle this challenge, firstly, this paper investigates GANs performance from a frequency perspective. The results show that GANs, especially small GANs lack the ability to generate high-quality high frequency information. To address this problem, we propose a novel knowledge distillation method referred to as wavelet knowledge distillation. Instead of directly distilling the generated images of teachers, wavelet knowledge distillation first decomposes the images into different frequency bands with discrete wavelet transformation and then only distills the high frequency bands. As a result, the student GAN can pay more attention to its learning on high frequency bands. Experiments demonstrate that our method leads to 7.08\times compression and 6.80\times acceleration on CycleGAN with almost no performance drop. Additionally, we have studied the relation between discriminators and generators which shows that the compression of discriminators can promote the performance of compressed generators.

1. Introduction

Tremendous progress has been achieved with Generative adversarial networks (GANs) in generating high-fidelity, high-resolution, and photo-realistic images and videos with both paired and unpaired datasets \cite{13,18,25,41,59}. The excellent performance of GANs has promoted its application in various image-to-image translation tasks, such as image style transfer \cite{20,21} and super-resolution \cite{22}. Compared with other tasks such as image classification and object detection, image-to-image generation is more complex since it has a much larger output space. As a consequence, existing GANs always have high computational demands and a huge amount of parameters, which lead to inefficient inference and intolerant memory footprint, and limit their usage in resource-constrained platforms.

Knowledge distillation (KD) has been an effective tool for improving the performance of small models \cite{5,14}. By imitating the prediction results and the intermediate features from a cumbersome teacher model, the performance of a lightweight student model can be improved significantly. Following previous knowledge distillation methods on classification \cite{44}, object detection \cite{53}, semantic segmentation \cite{31} and action recognition \cite{28}, some recent research has tried to directly apply knowledge distillation to GANs. Unfortunately, most of them obtain very limited and even negative effects \cite{23,26}.

Why does KD not work well on GAN? In this paper, we first study this question from a frequency perspective with the following experiment. Firstly, discrete wavelet
transformation (DWT) is utilized to decompose the generated images and the ground truth images into different frequency bands. Then, we compute the normalized $L_1$-norm distance on each frequency band respectively\(^\dagger\). As shown in Figure 1, all the GANs achieve very low error on the low frequency band but fail in the generation on high frequency bands, which is in line with the observation that images generated by GANs do not have good details. Besides, it is observed that compared with the large GAN, the tiny GAN achieves comparable performance on the low frequency band but much worse performance on high frequency bands. These two observations demonstrate that more attention should be paid to the high frequency during GAN compression.

However, naive knowledge distillation in GANs application directly minimizes the difference between the images generated by students and teachers and ignores the priority of high frequency. Motivated by these observations, we propose wavelet knowledge distillation, which highlights students learning on the high frequency in knowledge distillation. As shown in Figure 2, we first apply discrete wavelet transformation to decompose the images generated by teachers and students into different frequency bands and then only minimize the $L_1$ loss on the high frequency bands.

Abundant experiments on both paired and unpaired image-to-image translation demonstrate the effectiveness of our method both quantitatively and qualitatively. On Horse→Zebra and Zebra→Horse datasets, our method leads to $7.08 \times$ compression and $6.80 \times$ acceleration on CycleGAN with almost no performance drop. In the discussion section, we have further studied the effectiveness of different frequency bands and the influence of knowledge distillation schemes. Additionally, studies on the relation between discriminators and generators in model compression have also been introduced, showing that the compression of discriminators can significantly promote the performance of compressed generators.

Our main contributions can be summarized as follows.

- We have analyzed the performance of GANs from a frequency perspective, which quantitatively shows that GAN, especially small GAN lacks the ability to generate high-quality high frequency information in images.
- Based on the above observation, wavelet knowledge distillation is proposed to address this issue by only distilling the high frequency information, instead of all the information from images generated by the teacher.
- Quantitative and qualitative results on three models and eight datasets with six comparison methods have demonstrated the effectiveness of our method.
- We have studied the relation between discriminators and generators during model compression. It shows that compression on discriminators is necessary for maintaining its competition with compressed generators in adversarial learning, which further benefits the performance of generators.

2. Related Work

2.1. Image-to-Image Translation

Generative adversarial networks have shown powerful ability in formulating and generating high-fidelity, high-resolution, and photo-realistic images and videos, and thus become the dominant models in image-to-image translation \cite{pix2pix, pix2pixhd, cycleGAN, attentionCycleGAN}. Pix2Pix is first proposed to apply conditional generative adversarial networks for paired image-to-image translation \cite{pix2pix}. Then, Pix2PixHD is proposed to generate images with higher resolution with coarse to fine generators and multi-scale discriminators \cite{pix2pixhd}. A more challenging task is to perform image-to-image translation with unpaired datasets. CycleGAN tackles this challenge by introducing the cycle-consistency loss, which reconstructs the generated image to the input domain \cite{attentionCycleGAN}. Then, attention CycleGAN is proposed to find the crucial
models in the images with an attention module [9]. Spade
module is introduced in GauGAN to avoid the loss of se-
matic information in batch normalization layers [39]. Re-
cently, researchers find that the perfect reconstruction in Cy-
cleGAN may be too difficult to achieve [36]. To address
this issue, Park et al. introduce the patch-wise contrastive
learning which improves the generation quality, stabilizes
the training process, and reduces the training time, sim-
ultaneously [38]. The high-resolution and photo-realistic
generated images come at the expense of intensive com-
putation and massive parameters. To tackle this challenge,
fruitful compression methods such as network pruning and
network architecture search have been proposed recently.
Li et al. propose the GAN Compression, which applies
once-for-all search to find the best tiny GAN archite-
cture [23]. Jin et al. introduce an inception-based residual
block into generators and further compress them with chan-
el pruning [19]. Liu et al. propose the Content-Aware
GAN Compression, which enables GANs to maintain the
content of crucial regions during compression [32]. Li et
al. propose to revisit the role of discriminator in GAN com-
pression with a selective activation discriminator [24].

2.2. Knowledge Distillation

Knowledge distillation, which aims to facilitate the train-
ing of a lightweight student model under the supervision
of a cumbersome teacher model, has been considered as
an effective approach for both model compression and
model accuracy boosting. The idea of employing a teacher
model to train a student model is first proposed by Bu-
ciluǎ et al. for ensemble model compression [5]. Then
Hinton et al. propose the concept of knowledge distilla-
tion, which introduces a hyper-parameter named temper-
ature to softmax to soften the distribution of teacher log-
its [14]. Recently, abundant methods have been proposed
to distill the knowledge in the intermediate features [52,54]
and their relation [40,45]. Besides image classification, re-
cent works have also successfully applied knowledge dis-
tillation to more challenging tasks such as object detec-
tion [3,53], semantic segmentation [31], pre-trained lan-
guage models [42,50], machine translation [27], distributed
training [37], multi-exit models [56] and so on.

However, the effect of knowledge distillation on GANs
for image-to-image translation has not been well-studied.
Existing research shows that directly minimizing the dis-
tance between the generated images of students and teach-
ors does not improve but sometimes harms the perfor-
ance of students [26]. A few previous methods have
tried to apply the classification-based knowledge distillation
to image-to-image translation but earned very limited im-
provements. For instance, Li et al. propose to minimize the
distance between intermediate features of teacher and stu-
dent GANs [23] and Li et al. have tried to distill the seman-
tic relation between the features of different patches [26].
Recently, Chen et al. propose an overall knowledge distilla-
tion framework on GANs by distilling both the generator
and the discriminator [6]. Jin et al. propose to distill gen-

eralizers with global kernel alignment on intermediate fea-
tures [19], which boosts student performance without intro-
ducing additional layers. The main difference between our
method and the previous GAN knowledge distillation meth-
ods is that our method distills the generated images instead
of the intermediate features. As a result, our method is or-
thogonal to the previous methods, and it can be utilized with
previous methods to achieve better performance.

2.3. Wavelet Analysis in Deep Learning

Compared with the other frequency analysis methods
such as Fourier analysis, wavelet transformation can cap-
ture both the spatial and the frequency information in the
sign and is thus considered as a more effective method in
image processing [33]. Along with the success of deep
learning, fruitful methods have been proposed to apply
wavelet methods into neural networks for different targets.
Williams et al. propose the wavelet pooling which replaces
the max and average pooling with discrete wavelet trans-
formation to preserve the global information of images dur-
ing down sampling [49]. Chen et al. propose wavelet-like
auto-encoder, which compresses the original image into two
low-resolution images to accelerate the inference computa-
tion [8]. Liu et al. introduce wavelet transformation to the
convolutional neural networks to leverage the spectral in-
formation in texture classification [12].

Recent works have also applied wavelet analysis to the
image-to-image translation tasks. Huang et al. first propose
the wavelet-SRNet, which performs single image super-
resolution by predicting the wavelet coefficients of high-
resolution images [15]. Inspired by the architecture of U-
Net, Liu et al. apply the wavelet package in convolutional
neural networks to obtain a large receptive field effi-
ciently [29]. To the best of our knowledge, this paper is
the first work which applies wavelet analysis to knowledge
distillation and GANs compression.

3. Methodology

3.1. Wavelet Analysis

Given a function \( \psi \), let \( \mathcal{X}(\psi) \) be the collection of the
dilations and shift of \( \psi \):

\[
\mathcal{X}(\psi) = \{ \psi_{j,k} = 2^{-j/2} \psi(2^{-j}x - k) | j,k \in \mathbb{Z} \},
\]

where \( \psi \) is the orthogonal wavelet if \( \mathcal{X}(\psi) \) forms a ba-
sis in \( L_2 \) spaces. Discrete wavelet transformation (DWT)
is a mathematical tool for pyramidal image decomposi-
tion. With DWT, each image can be decomposed into
four bands, including LL, LH, HL and HH, where LL indicates the low frequency band and the others are high frequency bands. The LL band can be further decomposed by DWT into LL2, LH2, HL2 HH2 and so on. Denote DWT as $\Psi(\cdot)$, then the high frequency and the low frequency bands of an image $x$ can be written as $\Psi^H(x)$ and $\Psi^L(x)$, respectively. More specifically, in this paper, we apply 3-level discrete wavelet transformation in all the experiments. $\Psi^L(x)$ indicates LL3 band. $\Psi^H(x) = \{\text{LL3}, \text{LH3}, \text{HL3}, \text{LL2}, \text{LH2}, \text{HL2}, \text{HH2}, \text{LL1}, \text{LH1}, \text{HH1}\}$.

### 3.2. Knowledge Distillation

**Revisit Knowledge Distillation for Classification** At the beginning of this subsection, we revisit the formulation of knowledge distillation on classification [14]. Given a set of training samples $X = \{x_1, x_2, ..., x_n\}$ and their labels $Y = \{y_1, y_2, ..., y_n\}$, denoting the networks of the student and the teacher as $f_s$ and $f_t$, the loss function of the student can be formulated as $L_{\text{Student}} = \alpha \cdot L_{\text{CE}} + (1 - \alpha) \cdot L_{\text{KD}}$, where $L_{\text{CE}}$ indicates the cross-entropy loss between the prediction $f(x)$ and its label $y$. $\alpha \in (0, 1]$ is a hyper-parameter to balance two loss items, and $L_{\text{KD}}$ indicates the knowledge distillation loss.

On classification tasks, $L_{\text{KD}}$ can be formulated as

$$L_{\text{KD}} = \frac{1}{n} \sum_{i} \mathcal{KL} \left( \text{softmax} \left( \frac{f_s(x_i)}{\tau} \right), \text{softmax} \left( \frac{f_t(x_i)}{\tau} \right) \right),$$

where $\mathcal{KL}$ indicates the Kullback-Leibler divergence.
Figure 3. Qualitative results on Horse→Zebra with CycleGAN (a-d) and Edges→Shoes with Pix2Pix (e-h). Numbers in the brackets indicate the acceleration ratio compared with their teachers. “Baseline” indicates the students trained without knowledge distillation.

which measures the distance between the categorical probability distribution of students and teachers. $\tau$ is the temperature hyper-parameter in softmax function.

Knowledge Distillation for Image-to-Image Translation

On the task of image-to-image translation, since the prediction result $f(x_i)$ is the value of pixels instead of categorical probability distribution, KL divergence can not be utilized to measure the difference between students and teachers. A naive alternative is to replace KL divergence with the $L_1$-norm distance between the generated images from students and teachers. Then, we can extend Hinton knowledge distillation for image-to-image translation, whose loss function can be formulated as

$$L_{KD} = \frac{1}{n} \sum_{i} \|f_t(x_i) - f_s(x_i)\|_1. \quad (3)$$

Besides Hinton knowledge distillation, there are also abundant feature knowledge distillation methods which can be applied to image-to-image translation directly. Since our method is not feature-based, we do not introduce them here.

Wavelet Knowledge Distillation

Based on the above notations, now we can introduce the proposed wavelet knowledge distillation, which only minimizes the difference on the high frequency between students and teachers. Its loss function $L_{WKD}$ can be formulated as

$$L_{WKD} = \frac{1}{n} \sum_{i} \|\psi^H \circ f_t(x_i) - (\psi^H \circ f_s)(x_i)\|_1. \quad (4)$$

On unpaired image-to-image translation models such as CycleGAN, there are sometimes two generators for the two translation directions. In this circumstance, the proposed wavelet knowledge distillation loss can be applied to the two directions simultaneously.

The overall training loss can be formulated as $L_{overall} = L_{origin} + \alpha \cdot L_{WKD}$, where $L_{origin}$ indicates the original training loss of different models, such as the adversarial learning loss and recycling loss. $\alpha$ is the hyper-parameter to balance the two loss functions. Hyper-parameter sensitivity studies have been given in the supplementary material.
Figure 4. Qualitative experiments on the other datasets: Winter→Summer (subfig. a-b), Summer→Winter (subfig. d-e), Apple→Orange (subfig. c), Photo→Monet (subfig. f), Cityscapes (subfig. g), Facades (subfig. h) and Maps (subfig. i).

Table 3. Paired image-to-image translation experiment results on Cityscapes with Pix2Pix. A higher mIoU is better. ∆ indicates the performance improvements compared with the origin student. Each experiment is averaged over 8 trials.

<table>
<thead>
<tr>
<th>#Params (M)</th>
<th>FLOPs (G)</th>
<th>Method</th>
<th>Metric</th>
<th>mIoU↑ △↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>54.41</td>
<td>96.97</td>
<td>Teacher</td>
<td>mIoU</td>
<td>46.51±0.32</td>
</tr>
<tr>
<td>13.61</td>
<td>4.00×</td>
<td>Origin Student</td>
<td>41.35±0.22</td>
<td>–</td>
</tr>
<tr>
<td>13.61</td>
<td>24.90×</td>
<td>Hinton et al. [14]</td>
<td>40.49±0.41</td>
<td>-0.86</td>
</tr>
<tr>
<td>13.61</td>
<td>3.88×</td>
<td>Zagoruyko et al. [52]</td>
<td>40.17±0.36</td>
<td>-1.18</td>
</tr>
<tr>
<td>13.61</td>
<td></td>
<td>Li and Lin et al. [23]</td>
<td>41.52±0.34</td>
<td>0.17</td>
</tr>
<tr>
<td>13.61</td>
<td></td>
<td>Li and Jiang et al. [26]</td>
<td>41.77±0.30</td>
<td>0.42</td>
</tr>
<tr>
<td>13.61</td>
<td></td>
<td>Jin et al. [19]</td>
<td>41.29±0.51</td>
<td>-0.06</td>
</tr>
<tr>
<td>13.61</td>
<td></td>
<td>Ahn et al. [1]</td>
<td>41.88±0.45</td>
<td>0.53</td>
</tr>
<tr>
<td>13.61</td>
<td></td>
<td>Ours</td>
<td>mIoU</td>
<td>42.93±0.25</td>
</tr>
</tbody>
</table>

4.2. Quantitative Results

The quantitative experiment results on paired and unpaired image-to-image translation have been shown in Table 1 and Table 2, respectively. Experiments on Cityscapes have been shown in Table 3. It is observed that: (a) Directly applying the native knowledge distillation (Equation 3) to GANs sometimes leads to performance degradation. For instance, there are 1.91 and 0.67 FID increments (performance degradation) on Edges→Shoes with Pix2pix and Pix2PixHD, respectively. (b) In contrast, our method achieves consistent and significant performance improvements on all the datasets and models, which outperforms the other GAN knowledge distillation methods by a clear margin, e.g., 3.78 FID lower than the second-best method on CycleGAN, on average. (c) On Horse→Zebra and Zebra→Horse, the student models trained with our method achieve almost the same FID with the teacher model, which indicates 7.08× compression and 6.80× acceleration with almost no performance degradation. (d) Compared with the students trained without knowledge distillation, the distilled students usually not only achieve lower FID, but also tend to have lower FID standard deviation, which shows that knowledge distillation may stabilize the training of GANs. (e) Our method and previous feature knowledge distillation method can be utilized together, which further leads to 0.63 FID reduction on CycleGAN on average.

4.3. Qualitative Results

The qualitative results of CycleGAN on Horse→Zebra (a-d) and Pix2Pix on Edges→Shoes (e-h) have been shown in Figure 3. It is observed that: (a) On Horse→Zebra, the baseline model can not transform the whole body of horses to zebras (e.g. subfigures a, b and c). Besides, the generated stripes of zebras are chaotic and unnatural (e.g. subfigure d). This problem also exists in the other knowledge distillation methods (e.g. subfigure c). In contrast, the images generated by the distilled students don’t have these issues. (b) On Edges→Shoes, the generated images from distilled students...
Figure 5. The discriminator loss and generator loss during the training period. In all the subfigures, the generators are 15.81\times compressed. In subfigure (d), the discriminator has its origin size. In subfigure (a-c), the discriminators are compressed by 15.39\times, 4.01\times and 1.78\times. The FID of these four experiments have been shown in Figure 6.

Figure 6. Experiments on the distilled CycleGAN with discriminators in different sizes from Figure 5. Lower FID is better.

have much better color and details (e.g. shoestrings in subfigure f and g). In subfigure (f), the distilled students have successfully generated the highlights on the shoes, which makes the images more realistic.

5. Discussion

5.1. Ablation Study

In this subsection, we give a detailed study on the individual influence of different frequency bands in knowledge distillation. Experimental results on Horse→Zebra and Zebra→Horse with CycleGAN are shown in Table 4. It is observed that: (a) The performance of student models has been severely harmed by only distilling the low frequency band (11.07/10.39 FID increments). (b) The best performance can be achieved by only distilling the high frequency bands (i.e. the proposed wavelet knowledge distillation). (c) Distilling both the high and the low frequency bands achieves slight FID reduction, but its performance is still worse than only distilling the high frequency band. These observations have clearly demonstrated the benefits of distilling the high frequency band and the negative influence of distilling the low frequency band, which also conform to the conclusion in Figure 1 — more attention should be paid to the high frequency band during GAN compression.

5.2. A Small Discriminator Makes the Compressed Generator Better

Usually, in real-world GAN applications, only the generators are required to be deployed in devices, while the discriminators are always discarded at this time. As a result, most of the previous works only perform compression on generators but ignore what should be done on discriminators. However, since the discriminator directly influences the training loss of generators, it has a crucial impact on the performance of generators. In this subsection, we study how the capacity of discriminators influences generators. Figure 5 has shown the training loss of generators and discriminators for four CycleGANs with discriminators in different sizes. In all the subfigures, the generators are 15.81\times compressed and trained with wavelet knowledge distillation. In subfigure (d), the discriminator has its origin size. In subfigure (a-c), the discriminators are compressed by 15.39\times, 4.01\times, and 1.78\times, respectively. Besides, their corresponding FIDs have been shown in Figure 6.

Observation & Analysis It is observed that: (i) When the generator is compressed but the discriminator is not compressed (subfigure d), the loss of generator is much higher and the loss of discriminator is much lower. This observation indicates that when the discriminator has a much larger size than the generator, it achieves overwhelming success in its competition with generators. Thus, the balance between discriminators and generators is broken, which makes generators hard to learn useful information from the adversarial loss. (ii) The distilled generator achieves the best performance when the discriminator is 4.01\times compressed (0.69M). Both a too small and a too large discriminator lead to performance degradation on generators, indicating that the unbalance between discriminators and generators in adversarial learning harms the training of generators.

Based on these observations, we can conclude that although discriminators are not utilized in application, they are still required to be properly compressed to maintain the balance between them and generators in adversarial learning, which further benefits the training of generators.

5.3. Knowledge Distillation Paradigm

Knowledge distillation is first proposed in a teacher-student (TSDK) paradigm, where the teacher model is first trained and then distilled to a student model. Recently, abundant knowledge distillation paradigms are proposed to achieve better performance, such as deep mutual learning
Table 4. Ablation study on different frequency bands. Each experiment is averaged over 8 trials. Lower FID is better.

<table>
<thead>
<tr>
<th>Frequency</th>
<th>Metric</th>
<th>FID↓</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>Horse→Zebra</td>
<td>85.04±6.88</td>
</tr>
<tr>
<td></td>
<td>Zebra→Horse</td>
<td>152.67±5.07</td>
</tr>
<tr>
<td>High</td>
<td>Horse→Zebra</td>
<td>96.11±4.39</td>
</tr>
<tr>
<td></td>
<td>Zebra→Horse</td>
<td>163.06±3.51</td>
</tr>
</tbody>
</table>

Table 5. Comparison on knowledge distillation paradigms. Wavelet knowledge distillation is utilized in all these experiments. Each experiment is averaged over 8 trials. Lower FID is better.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>KD Scheme</th>
<th>Metric</th>
<th>FID↓</th>
<th>∆</th>
</tr>
</thead>
<tbody>
<tr>
<td>Origin Student</td>
<td>TSKD</td>
<td>Horse→Zebra</td>
<td>77.04±3.52</td>
<td>8.00</td>
</tr>
<tr>
<td></td>
<td>TAKD¹</td>
<td>Horse→Zebra</td>
<td>78.53±2.98</td>
<td>6.51</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>Horse→Zebra</td>
<td>78.69±3.26</td>
<td>6.35</td>
</tr>
<tr>
<td></td>
<td>TAKD²</td>
<td>Horse→Zebra</td>
<td>83.51±2.00</td>
<td>1.53</td>
</tr>
<tr>
<td></td>
<td>DML¹</td>
<td>Horse→Zebra</td>
<td>81.06±3.56</td>
<td>3.98</td>
</tr>
<tr>
<td></td>
<td>DML²</td>
<td>Horse→Zebra</td>
<td>84.72±5.17</td>
<td>0.32</td>
</tr>
<tr>
<td></td>
<td>TSKD</td>
<td>Zebra→Horse</td>
<td>152.67±5.07</td>
<td>–</td>
</tr>
<tr>
<td></td>
<td>TAKD¹</td>
<td>Zebra→Horse</td>
<td>148.03±1.40</td>
<td>4.56</td>
</tr>
<tr>
<td></td>
<td>TAKD²</td>
<td>Zebra→Horse</td>
<td>147.75±1.75</td>
<td>4.92</td>
</tr>
<tr>
<td></td>
<td>SD</td>
<td>Zebra→Horse</td>
<td>151.74±3.46</td>
<td>0.93</td>
</tr>
<tr>
<td></td>
<td>DML¹</td>
<td>Zebra→Horse</td>
<td>150.63±2.18</td>
<td>2.30</td>
</tr>
<tr>
<td></td>
<td>DML²</td>
<td>Zebra→Horse</td>
<td>152.93±1.93</td>
<td>0.64</td>
</tr>
</tbody>
</table>

TAKD¹: The FIDs of teacher assistants on Horse → Zebra and Zebra → Horse are 55.60 and 140.49, respectively.
TAKD²: The FIDs of teacher assistants on Horse → Zebra and Zebra → Horse are 51.34 and 133.29, respectively.
DML¹ and DML²: There are 2 and 3 peers, respectively.

(DML) [57], self-distillation (SD) [55] and teacher-assistant knowledge distillation (TAKD) [34]. Many of these methods lead to higher effectiveness than the traditional (TSKD) paradigm. Unfortunately, these KD paradigms are usually only evaluated on classification tasks and their performance in more challenging tasks has not been well-studied. In this subsection, we have given a comparison of the following KD paradigms on Image-to-Image translation with GANs.

- **TSKD** is the most common KD diagram which trains a large teacher first and then distills it to a small student.
- **TAKD** is proposed to bridge the gap between students and teachers with a teacher-assistant. It first distills knowledge from teachers to teacher-assistants and then distills knowledge from teacher assistants to the students [34].
- **SD** is a special case in TSKD when the student and the teacher have the identical architecture. Experimental and theoretical results have proven its success [35].
- **DML** (a.k.a. online knowledge distillation, collaborative learning) trains several students (a.k.a. peers) to learn from each other [57].

**Observation** Experimental results of different knowledge distillation paradigms have been shown in Table 5. It is observed that: (a) All the knowledge distillation schemes lead to performance gain compared with the baseline. Besides, the most common TSKD achieves better performance than the other KD schemes. (b) The performance improvements in DML and SD are much lower than that in TSKD and TAKD, which indicates a pre-trained and high-quality teacher is very crucial on image-to-image translation. (c) There is no significant performance difference between TSKD and TAKD, which means that the teacher assistants can not facilitate the training of a tiny student in knowledge distillation on image-to-image translation.

**Analysis** These observations show that there is a huge difference between knowledge distillation on image classification and image-to-image translation. We believe this difference is caused by the following reasons: (a) Compared with image classification, image-to-image translation is more challenging and thus a high performance teacher is more necessary to provide better guidance. (b) Besides, on classification, one of the benefits of the novel knowledge distillation schemes comes from their effectiveness as label smoothing [51]. However, label smoothing is effective in classification but can not be utilized in image-to-image translation, which is a pixel-level regression problem.

**6. Conclusion**

This paper has proposed to analyze and distill GANs on image-to-image translation tasks from a frequency perspective. To the best of our knowledge, we first quantitatively show the difference of GANs performance on different frequency bands and propose to highlight its learning on the high frequency bands during knowledge distillation. Abundant experiments on both paired and unpaired image-to-image translation have demonstrated its significant performance in terms of both quantitative and qualitative results. For instance, 7.08× compression and 6.80× acceleration can be achieved on CycleGAN with almost no performance drop. Experimental results in the ablation study have further shown the merits of distilling the high frequency bands. Besides, studies on the relation between discriminators and generators in model compression have been introduced, showing that a small discriminator is beneficial during the compression of the generator by maintaining their balance in adversarial learning. Moreover, we have also analyzed the influence of different knowledge distillation paradigms on GANs for image-to-image translation. Surprisingly, different from the results in classification, most of novel KD paradigms do not work well on GANs. We expect this observation may encourage studies of knowledge distillation in tasks beyond classification. Our limitations and future work are discussed in supplementary materials.
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