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Abstract

We introduce a new setting of Novel Class Discovery in
Semantic Segmentation (NCDSS), which aims at segment-
ing unlabeled images containing new classes given prior
knowledge from a labeled set of disjoint classes. In con-
trast to existing approaches that look at novel class dis-
covery in image classification, we focus on the more chal-
lenging semantic segmentation. In NCDSS, we need to dis-
tinguish the objects and background, and to handle the
existence of multiple classes within an image, which in-
creases the difficulty in using the unlabeled data. To tackle
this new setting, we leverage the labeled base data and a
saliency model to coarsely cluster novel classes for model
training in our basic framework. Additionally, we propose
the Entropy-based Uncertainty Modeling and Self-training
(EUMS) framework to overcome noisy pseudo-labels, fur-
ther improving the model performance on the novel classes.
Our EUMS utilizes an entropy ranking technique and a dy-
namic reassignment to distill clean labels, thereby making
full use of the noisy data via self-supervised learning. We
build the NCDSS benchmark on the PASCAL-5i dataset and
COCO-20i dataset. Extensive experiments demonstrate the
feasibility of the basic framework (achieving an average
mIoU of 49.81% on PASCAL-5i) and the effectiveness of
EUMS framework (outperforming the basic framework by
9.28% mIoU on PASCAL-5i).

1. Introduction

Deep Neural Networks (DNNs) have achieved signif-
icant success in semantic segmentation [3, 19] in recent
years. However, the success of DNNs heavily relies on the
large number of annotated data, which incurs high annota-
tion cost, especially for semantic segmentation where pixel-
wise labeling is required. Several settings are proposed to
alleviate the cost, such as semi-supervised learning (SSL),
unsupervised learning (USL), etc. SSL [4, 41] utilizes a
proportion of annotated data, aiming to achieve compara-
ble performance with fully-supervised methods. Generally,
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Figure 1. Illustration of Novel Class Discovery in Semantic Seg-
mentation (NCDSS). Given a labeled set (person, horse, motorbike
and car) and a class disjoint unlabeled set (bike and boat), NCDSS
aims at leveraging all the data to segment novel images.

SSL is based on the assumption that the labeled and un-
labeled data share the same label space. Nevertheless, it
is possible to have data from the unseen novel classes in
real-world semantic segmentation settings. Such data can
be easily collected but difficult to annotate. USL [14, 30] is
also introduced to mitigate the annotation cost. Due to the
complexity of unlabeled data, USL cannot achieve satisfac-
tory results without any prior knowledge.

In contrast to machine learning models, humans can eas-
ily discover new categories with prior knowledge. For ex-
ample, a kid can easily discover sheep when he/she knows
how to distinguish between horse and cow. Based on
this observation, a practical setting of Novel Class Dis-
covery (NCD) [10] is introduced in the computer vision
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community. NCD aims at discovering novel classes of the
unlabeled data when given a set of labeled data of base
classes, where the base and novel classes are disjoint. In
view of the practicability of NCD, previous works [8, 10]
explore NCD in the image classification task. In this pa-
per, we further extend NCD to semantic segmentation and
introduce a new setting, called Novel Class Discovery in
Semantic Segmentation (NCDSS), which is illustrated in
Fig. 1. Given a set of labeled data and a set of unla-
beled data, the goal is to segment novel images with the
prior knowledge from base foreground and background
classes. Recently, a similar setting called weak-shot learn-
ing (WSHL) [40] is introduced to semantic segmentation.
However, WSHL requires weak annotations for the novel
data (e.g., image-level labels) and thus limiting its practical-
ity. The comparison of different settings is shown in Tab. 1.

NCDSS is more challenging than NCD in classification.
In comparison with image classification that uses global
information, semantic segmentation requires the model to
classify the pixels of multiple foreground and background
categories within one image based on the local information.
This greatly increases the difficulty in utilizing unlabeled
novel class data. Despite the difficulty, it is worth inves-
tigating NCD in semantic segmentation since it is not al-
ways possible to label all classes of semantic labels. To
address NCDSS, we first propose a basic framework in this
paper. Specifically, we choose to cluster foreground fea-
tures instead of the global features for more accurate clus-
tering results. The foreground and background can be ef-
fectively separated by estimating the saliency map from a
well-trained saliency model. However, directly clustering
the foreground pixels can lead to inaccurate labels due to
the multiple foreground categories within an image. This
problem can be addressed by prior knowledge from the
base data. Concretely, we use the base model to detect
high confidence pixels of the base classes, and ignore them
when clustering. Our basic framework can coarsely seg-
ment novel classes with the guidance of prior knowledge
and therefore leading to a feasible solution for NCDSS.

There are three issues limiting the performance of our
basic framework: 1) the estimated saliency maps are not
sufficiently accurate; 2) unsupervised clustering alone can-
not guarantee precise label assignments even when accurate
saliency maps are given; 3) there are also circumstances that
more than one novel classes may appear in one image (e.g.,
person and horse), and clustering can only assign one label
for the novel salient part of one image. Consequently, the
pseudo-labels generated by clustering are quite noisy (some
pseudo-labels are unclean) and thus inevitably degrading
the model performance [1,34]. Intuitively, the unclean clus-
tering labels can be discarded, and the data can be treated as
additional unlabeled data to boost the performance if using
only the part of clean clustering pseudo-labels can achieve

Setting Base Classes Novel Classes

SL fully –
SSL semi –
USL unlabeled –
WSHL fully weakly
NCD fully unlabeled

Table 1. Comparison of different semantic segmentation settings.

comparable or better performance. To this end, we propose
the Entropy-based Uncertainty Modeling and Self-training
(EUMS) framework. EUMS uses entropy values obtained
from the basic model to measure the uncertainty of novel
images [24] and splits them into clean and unclean parts.
Lower entropy values indicate that the training images are
assigned with more accurate pseudo-labels. For the unclean
part, inspired by [27], we use online pseudo-labels from the
teacher model to train the student model in a self-supervised
manner. We observe that the average accuracy of clustering
pseudo-labels in the clean part are higher than that of the
whole novel set. However, hard classes (e.g., potted plant)
are almost completely ignored when only a small ratio of
data is split into clean part (e.g., 0.33), which has a perni-
cious influence on model performance. Consequently, we
start from a relatively high clean part ratio to learn a good
model initialization, and then dynamically re-rank the clean
data and reassign more data into the unclean part. This strat-
egy encourages the model not to ignore any category and
thus obtains further improvement.

Our main contributions can be summarized as follows:

• We introduce a new setting of Novel Class Discovery
in Semantic Segmentation (NCDSS), which is a prac-
tical but underexplored problem. In addition, we pro-
pose a basic framework which utilizes base class prior
knowledge to discover novel categories.

• We propose the EUMS framework that distills accurate
(clean) clustering pseudo-labels with entropy ranking
and utilizing unclean data via self-training, which can
effectively improve the model performance.

• We build the NCDSS benchmark on the PASCAL-5i

dataset and COCO-20i dataset. Extensive experiments
on the two benchmarks verify the effectiveness of our
basic and EUMS frameworks.

2. Related Work
Semantic Segmentation with Incomplete Labels. Such
settings are widely explored to alleviate the annotation cost,
including but not limited to unsupervised domain adap-
tation (UDA), semi-supervised learning (SSL), unsuper-
vised learning (USL) and weak-shot semantic segmentation
(WSHSS). UDA [29, 31, 36] trains a model with labeled
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Figure 2. The overview of Entropy-based Uncertainty Modeling and Self-training framework. 1) The model is first trained on the labeled
base set. 2) For the novel images, the saliency maps are generated from a saliency model and high confidence base pixels are ignored. We
then apply clustering to the novel salient part to obtain clustering pseudo-labels. 3) We apply entropy ranking and dynamic reassignment
to split clean and unclean novel images and utilize them to optimize the model with clustering labels and online labels, respectively.

source data and unlabeled target data, which focuses on
narrowing the domain shift between source and target do-
mains (e.g., synthetic vs. real). SSL [4, 41] concentrates on
efficiently utilizing scarce labeled and enormous unlabeled
data of the same label space. USL [5, 30] aims to segment
different categories by only the unlabeled data and therefore
getting rid of heavy annotation cost. WSHSS [40] focuses
on recognizing novel classes, training a model with labeled
base data and weakly labeled data (image-level label) of
novel classes. Our NCDSS is more difficult but more prac-
tical than WSHSS, where novel data are fully unlabeled.

Novel Class Discovery (NCD). The concept of clustering
novel categories based on prior knowledge can be traced
back to Hsu et al. [13]. Hse et al. [13] learn the pair-wise
image similarities with labeled data, and use such knowl-
edge as the supervision for unsupervised clustering model.
Recently, Han et al. [10] formalize the setting and address it
in two steps: learning semantic representations from labeled
data and fine-tuning the model with unlabeled data cluster-
ing. Based on the two-stage pipeline, Han et al. [9] intro-
duce self-supervised learning to bootstrap feature represen-
tation and ranking statistics to explore similarities within
unlabeled samples. Zhao et al. [35] further improve the
pipeline by dual ranking statistics and mutual knowledge
distillation. In addition to better transferring knowledge, an-
other mainstream [8,38,39] is to address NCD by exploring
noisy pseudo-labels with contrastive learning and labeled
base data. In contrast to the above-mentioned methods, we

are first to introduce NCD to semantic segmentation. Our
setting is much more complex but practical, where more
than one categories exist in a single image.

Uncertainty Modeling. The effectiveness of uncertainty
modeling has been demonstrated in unsupervised domain
adaptive semantic segmentation [24, 31, 37]. Entropy mea-
surement is one of the key approaches to address uncer-
tainty, which plays an important role in utilizing unlabeled
target domain in UDA [17, 20, 31]. Pan et al. [24] further
utilize entropy-based ranking to split unlabeled target data
into different parts and use them to narrow intra-domain
gap. The aim of entropy ranking in Pan et al. [24] is to
find an intermediate domain (the easy part) within the tar-
get domain and to improve the hard part learning that cannot
be directly learned by inter-domain adaptation. Despite be-
ing inspired by [24], our entropy ranking aims to distill the
more trustworthy clustering pseudo-labels to reduce noisy
data that can impair the novel class representations.

3. Our Methodology

Problem Definition. In NCDSS, we have a labeled base
set Dl =

{
X l,Y l

}
containing N l

C categories Cl and an
unlabeled novel set Du = {X u} containing Nu

C new cate-
gories Cu. Cl and Cu satisfy Cl ∩Cu = ∅ and Cl ∪Cu =
C. Following [9, 38], the number of novel classes Nu

C is a
known prior. The background class is viewed as the base
class. The goal of NCDSS is to segment images containing
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novel classes Cu by leveraging both Dl and Du.

Overview. In this section, we first propose a basic frame-
work and then introduce the modifications to better utilize
novel data. The overall framework is shown in Fig. 2,
which contains three stages, including base training, clus-
tering pseudo-labeling and novel fine-tuning stage. In the
base training stage, we first train the model with the la-
beled base data. The base model is then used to filter out
salient base pixels and assign base labels in the novel im-
ages. In the clustering pseudo-labeling stage, novel images
are fed into the saliency model and base model to obtain
novel foreground pixels. Subsequently, the mean features
of novel pixels are used for clustering and assigning novel
labels. For the basic framework, the generated clustering
pseudo-labels are used to train the model with segmenta-
tion loss. To address the noisy clustering pseudo-labels in
the basic framework, we propose the Entropy-based Uncer-
tainty Modeling and Self-training (EUMS) framework to
improve the novel fine-tuning stage. EUMS dynamically
splits and reassigns novel data into clean and unclean parts
based on entropy ranking. We use the clustering pseudo-
labels for the clean part, while online pseudo-labels from a
teacher model are used to supervise the unclean data. The
training procedure is shown in Alg. 1. In the following sub-
sections, we introduce the three stages in detail.

3.1. Base Training

The model fb is first trained on the labeled base data Dl

with the standard cross-entropy loss:

Lbase = − 1

HW

H∑
h=1

W∑
w=1

yl(h,w) log fb(x
l)(h,w), (1)

where yl(h,w) denotes the ground truth for one pixel and
fb(x

l)(h,w) denotes the class-wise probabilities of this
pixel. Note that it is inevitable that there are images contain-
ing both novel and base categories, and we view the novel
categories as the background in this stage.

3.2. Clustering Pseudo-labeling

Directly clustering global features like image classifica-
tion introduces high noise since the background class and
multiple foreground classes exist in one image simultane-
ously. To mitigate this problem, we utilize the base model
fb and a well-trained saliency model g to obtain the salient
novel maps for the unlabeled novel images in Du. Both
base and novel classes are unlabeled in Du. Specifically,
the novel images are put into the saliency model to obtain
saliency maps mu = g(xu) and fed into the base model fb
to obtain high confidence one-hot base pseudo-labels:

ŷub = [1max fb(xu)(h,w,c)>τ ] argmax
c

fb(x
u)(h,w,c), (2)

(a) 5 Clusters (b) 10 Clusters

Potted Plant

Figure 3. T-SNE [21] visualization of different number of clusters
on PASCAL-5i Fold3. The exact novel class number Nu

C is 5.
Zoom in for details.

where τ denotes the threshold for selecting high confidence
base pixels. The salient novel maps can then be obtained by
ignoring salient base pixels in the saliency maps:

mu
n = mu ⊙ (1ŷu

b =0), (3)

where 1ŷu
b =0 denotes the inconspicuous base pixels in the

image xu, and ⊙ denotes the Hadamard product. Subse-
quently, the mean features of the salient novel pixels are
used for K-Means Clustering [22] to obtain image-level
clustering labels. The final clustering segmentation pseudo-
labels ŷu are the fusion of base pseudo-labels and clustering
novel pseudo-labels:

ŷu = ŷub + cu ·mu
n, (4)

where cu denotes the image-level clustering labels.
Over-Clustering. Since we know the number of novel
classes Nu

C (e.g., 5 for PASCAL-5i dataset), the intuitive
way is to cluster the novel images into Nu

C clusters. How-
ever, hard classes can be easily ignored when clustering into
exact clusters due to the inaccurate saliency maps and mul-
tiple novel classes existing in one image. An example is
shown in Fig. 3. The potted plant images are mixed with
other images into the purple cluster when only 5 clusters
exist (Fig. 3(a)). Inspired by [15], we adopt over-clustering
to improve the clustering of hard classes. In Fig. 3(b), the
potted plant images can be well clustered into the blue clus-
ter when double clusters are used.

3.3. Novel Fine-tuning

3.3.1 Basic Framework

We can now train a segmentation model f to discover novel
classes with the labeled base data and pseudo-labeled novel
data. Our basic framework uses the standard segmentation
loss (cross-entropy loss) as supervision:

Lbasic = Lseg(x
l, yl; f) + Lseg(x

u, ŷu; f), (5)

where ŷu denotes the final clustering segmentation pseudo-
labels, which can be obtained by either exact-clustering or
over-clustering.
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3.3.2 EUMS Framework

Entropy Ranking. Despite over-clustering, the pseudo-
label accuracy is still limited by the saliency maps and
the randomness of clustering. In addition, multiple novel
classes may exist in one novel image while clustering can
only assign one label for one image. Taking all the above
into consideration, clustering pseudo-labels are still noisy
and can impair the model performance [1, 34]. Inspired by
[24,31], the uncertainty of novel images can be represented
by the entropy, and the uncertainty of novel foreground pix-
els from basic model reflects the accuracy of pseudo-labels.
Thus, we use entropy-based uncertainty modeling to select
the clean labels and discard the unclean ones. Specifically,
the image entropy is formulated as:

Eu
(h,w) = − 1

log(C)

C∑
c=1

Pu
(h,w,c) logP

u
(h,w,c), (6)

where Pu
(h,w,c) = f(xu)(h,w,c) denotes the probability of

pixel at position (h,w) belonging to the c-th class. C =
Cl + Cu is the number of all categories. The foreground
entropy is the average entropy of novel salient pixels:

E
u
=

1∑
1mu

n

∑
h,w∈1mu

n

mu
n ⊙ Eu

(h,w), (7)

where mu
n denotes the novel saliency maps, and 1mu

n
de-

notes the detected novel pixels. With the foreground en-
tropy of the novel images, we split the lower λ ratio of im-
ages as clean data and the others as unclean data.
Dynamic Reassignment. Intuitively, selecting a smaller
ratio λ can distill more accurate pseudo-labels and help to
learn a better model with other techniques like self-training.
However, hard classes (e.g., potted plant, sofa and chair)
are almost ignored when λ is too small (e.g., 0.33) and this
leads to the model being unable to detect such classes. Arpit
et al. [1] have made the observation that deep neural net-
works can memorize easy instances first, and then gradu-
ally fit hard samples along with training. This observation
means that we can re-rank the entropy of the clean split and
distill cleaner pseudo-labels to further improve the perfor-
mance. Specifically, we reassign half of the clean data to the
unclean split after 5 epochs, and the unclean pseudo-labels
are discarded to avoid degenerating model performance.
Experiments in Sec. 4.2 demonstrate that the model can
achieve comparable performance to the basic model only
with clean images from entropy ranking, and can achieve
further improvement with dynamic reassignment.
Self-Training. Although the model can outperform the
basic model only with clean data, the unclean data with-
out clustering pseudo-labels can also further boost the per-
formance. For the unclean data, generated online pseudo-

Algorithm 1 The training procedure of EUMS framework.
Inputs: labeled base set Dl, unlabeled novel set Du, base
segmentation model fb, novel segmentation model f , and
saliency model g.
Outputs: Optimized model f for segmenting novel classes.

1: // Stage 1: Base Training.
2: for i in BaseEpochs do
3: Sample mini-batch xl from base set Dl;
4: Optimize the base model fb with Eq. 1;
5: end for
6: // Stage 2: Clustering Pseudo-labeling.
7: for novel images xu in Du do
8: Obtain saliency maps mu from saliency model g;
9: Ignore salient base pixels with Eq. 2 and Eq. 3;

10: Assign clustering labels by K-Means Clustering;
11: Fuse pseudo-labels with Eq. 4;
12: end for
13: // Stage 3: Novel Fine-tuning.
14: for j in NovelEpochs do
15: Sample mini-batch xl from base set Dl;
16: Sample mini-batch xu from novel set Du;
17: Optimize the basic model f with Eq. 5;
18: end for
19: Split clean and unclean data with entropy ranking Eq. 7;
20: for k in NovelEpochs do
21: if k = 5 then
22: Dynamically reassign clean part with Eq. 7;
23: end if
24: Sample mini-batch xl from base set Dl;
25: Sample mini-batch xu

c from clean part Du;
26: Sample mini-batch xu

d from unclean part Dl;
27: Generate online pseudo-labels with Eq. 8;
28: Optimize the basic model f with overall loss Eq. 10;
29: end for
30: Return Novel segmentation model f .

labels can be much more accurate than the clustering la-
bels, which can help the model training. Specifically, fol-
lowing [27], we adopt a teacher model to generate pseudo-
labels ŷud for images of weak augmentations.

ŷu
d = [1max f(α(xu

d
))(h,w,c)>η] argmax

c
f(α(xu

d))(h,w,c), (8)

where α(xu
d) denotes the weakly augmented images of un-

clean split, and η denotes the threshold for selecting trust-
worthy pixels. f denotes the teacher model updated by
moving average. The online pseudo-labels are used to su-
pervise the student model with strongly augmented images:

Ld = − 1

HW

H∑
h=1

W∑
w=1

ŷud(h,w) log f(β(x
u
d))(h,w), (9)
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Over- Entropy Dynamic Self- PASCAL-5i

Clustering Ranking Reassignment Training Fold0 Fold1 Fold2 Fold3 AVG

– – – – 60.83 58.90 42.53 36.96 49.81
✓ – – – 62.43 57.02 51.53 47.05 54.51
✓ ✓ – – 63.22 56.26 49.82 48.12 54.36
✓ ✓ ✓ – 61.36 57.90 55.10 46.80 55.29
✓ ✓ – ✓ 65.12 57.49 57.46 46.55 56.66
✓ ✓ ✓ ✓ 69.79 60.11 56.28 50.18 59.09

Table 2. Ablation studies of different components in EUMS framework. The method without any components is our basic framework.

where β(xu
d) denotes unclean split images with strong aug-

mentation.
Overall Loss Function. The overall loss function is the
combination of the base data segmentation loss, clean split
segmentation loss and unclean split self-supervised loss:

Loverall = Lseg(x
l, yl; f) + Lseg(x

u
c , ŷ

u
c ; f)

+ ω(t)Ld(x
u
d , ŷ

u
d ; f),

(10)

where xl, xu
c and xu

d denote base, clean split and unclean
split images, respectively. yl, ŷuc and ŷud denote ground
truth labels, clustering pseudo-labels and online pseudo-
labels, respectively. Coefficient ω(t) is a ramp-up func-
tion. Following [16, 28], we use the sigmoid-shaped func-
tion ω(t) = e−5(1− t

T )
2

, where t is current epoch and T is
the ramp-up length. We set T as 5 in all experiments.

4. Experiments
4.1. Experimental Setup

Dataset. We conduct experiments on the PASCAL-5i

dataset [26] and the COCO-20i dataset [23]. PASCAL-5i is
built based on PASCAL VOC 2012 dataset [7], which con-
tains 21 classes, including 20 foreground object classes and
one background class. Following previous works [30, 40],
we use the extended training set [11] (10,582 images) as
our training set and evaluate the model on the validation
set (1,449 images). We split the 20 foreground object cat-
egories into 4 folds. For each fold, the split 5 classes are
viewed as novel classes while the remaining 15 foreground
classes and the background class are viewed as base classes.
COCO-20i is modified from MS COCO 2014 [18], which
contains 82,081 training images and 40,137 validation im-
ages of 80 foreground and one background classes. Fol-
lowing [23], we split the 80 foreground classes into 4 folds,
and thus each fold contains 20 different classes, which are
viewed as novel classes. In the base training stage, all im-
ages containing base classes are used as training samples,
and the novel classes here are viewed as the background
class. In the clustering pseudo-labeling and novel fine-
tuning stage, the full training set is used, where all images
containing novel classes are unlabeled.

Implementation Details. We use DeepLab-v3 [2] with
ResNet-50 backbone [12] as our segmentation model. For
the base training stage, the model is trained for 60 epochs
with a batch size of 16. SGD with momentum 0.9 and
weight decay 0.0001 is used for optimization. The learn-
ing rate is initialized to 0.1 for the decoder and 0.001 for
the layer 3 and 4 of the backbone, and then it is decayed by
0.1 at the 25th epoch. Images are resized to 512×512 and
random flipping, scale and rotation are applied as data aug-
mentation. In the clustering pseudo-labeling stage, follow-
ing [30], we adopt BAS-Net [25] trained on DUTS [32] to
estimate saliency maps of all the novel images. The thresh-
old τ is set to 0.9 to obtain high confidence base pixels. K-
Means clustering is applied on the features from the layer
4 of ImageNet [6] pre-trained ResNet-50 backbone, and the
cluster number is set to 5 and 10 for exact-clustering and
over-clustering respectively. In the novel fine-tuning stage,
the model is trained for 30 epochs with a batch size of 8
for all of base, clean and unclean parts. We use the same
optimizer and initial learning rate as the base training stage,
and the learning rate is decayed by 0.1 at the 15th epoch.
We set the clean part ratio λ as 0.67. For self-supervised
learning, we use the augmentation in base training as the
weak augmentation α, and color jitter is applied as strong
augmentation β. The threshold of online pseudo-labeling η
is set to 0. We conduct parameter analysis on the clean part
ratio λ and online pseudo-labeling threshold η in Sec. 4.3.
All models are trained with one GTX 3090 GPU (24 GB).
Evaluation Metric. Experiments are conducted on all
four folds, and mean Intersection-over-Union (mIoU) of
novel classes is adopted as the evaluation metric.

4.2. Ablation Studies

To investigate the effectiveness of the basic framework
and different components of EUMS in the novel fine-tuning
stage, we conduct ablation studies on PASCAL-5i in Tab. 2.
Baseline. The baseline is the basic framework, which uses
clustering pseudo-labels as supervision (Eq. 5). As shown
in Tab. 2, the baseline achieves an average mIoU of 49.81%
on the four folds. The performance of Fold2 and Fold3 is
poorer since the saliency maps for hard classes (e.g., dining
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Figure 4. Parameter analysis of easy split ratio λ and online
pseudo-label threshold η.

table, potted plant, and sofa) are not accurate and several
novel classes exist in one image (e.g., horse and person).
The results suggest the feasibility and limitation of the basic
framework.
Effectiveness of Over-Clustering. The second row of
Tab. 2 demonstrates the effectiveness of over-clustering in
generating more accurate pseudo-labels. Over-clustering
obtains 4.7% improvement in average mIoU from the
baseline. The improvement of Fold2 (9.00%) and Fold3
(10.09%) is more than that of Fold0 (1.6%) and Fold1 (-
1.88%). This is because over-clustering is good at discov-
ering hard classes but may introduce unpredictable noise
for some easier classes. For example, the “cat” class in
Fold1 are clustered into several clusters when utilizing over-
clustering, but some of those clusters contain both “cat” and
“cow”. Those confusing clusters degrade the performance
on both of the two categories. Without over-clustering,
“cat” and “cow” are clustered into two clusters, respec-
tively, and no noisy clusters are introduced.
Effectiveness of Entropy Ranking and Dynamic Reas-
signment. Entropy ranking splits the clustering pseudo-
labels into clean and unclean parts, which is the basis of
EUMS. In Tab. 2, applying only entropy ranking (third row)
means training the segmentation model only with the clean
part (λ ratio of data with lower entropy). Despite using only
a portion of the data, the model can achieve comparable
performance with the basic framework (54.36% vs. 54.51%
average mIoU). Additionally, dynamically distilling clean
pseudo-labels can further improve the performance. With-
out other techniques, utilizing entropy ranking and dynamic
reassignment gains 0.78% improvement in average mIoU.
Effectiveness of Self-Training. Our method with only
clean data can already achieve competitive results with the
basic framework. In Tab. 2, we show that the performance
of our model can be further improved by self-training. First,
we disentangle the influence of self-training in the fifth row
of Tab. 2. Utilizing the unclean data by self-training yields
2.3% improvement in average mIoU when the clean and
hard parts are split at the beginning of training (without
dynamic reassignment). Second, the segmentation model
achieves an average mIoU of 59.09%, outperforming the
basic framework by 9.28% when over-clustering is com-
bined with all components in EUMS. All results in Tab. 2

Method
COCO-20i

Fold0 Fold1 Fold2 Fold3 AVG

Basic 24.58 24.14 15.36 15.57 19.91
Basic-OC 39.39 25.01 17.95 15.53 24.47

EUMS 42.39 26.89 19.75 18.19 26.81

Table 3. Performance on COCO-20i benchmark.

demonstrate that EUMS can make full use of unlabeled data
to achieve better performance by uncertainty modeling and
self-training.

4.3. Parameter Analysis

We further analyze the sensitivity of EUMS to two im-
portant hyper-parameters on PASCAL-5i dataset, i.e., the
easy split ratio λ of entropy ranking and the online pseudo-
label threshold η of self-training.
Easy split ratio λ. λ plays an important role in learning
a clean but complete initial knowledge in the novel fine-
tuning stage. We compare the results of using different easy
split ratio λ in Fig. 4(a). Many pseudo-labels are discarded
when λ is set to a small value (0.33 and 0.50), especially
those from the hard classes, which leads the model to learn
incomplete knowledge. The average mIoU increases and
peaks when λ = 0.67. The performance gradually degrades
when λ increases from 0.67 to 1.0. This is because many
inaccurate pseudo-labels are included into the clean part and
thus introducing enormous noise.
Online pseudo-label threshold η. The quality of online
pseudo-labels is sensitive to the threshold η. Previous
works [27, 33] commonly use fixed weight (e.g., 1) for the
unlabeled loss term and set a high threshold (e.g., > 0.9) to
filter out the low probability labels since the model is less
confident at the beginning epochs. Nevertheless, we use a
ramp-up weight for the unclean data loss to gradually in-
crease the impact of self-training. We investigate the effect
of η in Fig. 4(b) and make distinct observations. The per-
formance is impacted just marginally when η is within a
small scale (η < 0.5), but drops by a considerable margin
of 3% when η = 0.9. η = 1.0 denotes removing the self-
training. We conjecture that this is because ramp-up weight
can reduce the impact of noisy labels in the early training
stage and make better use of unlabeled data in the later stage
with relatively small η. Additional useful information is lost
when η is high. We set η = 0 in our framework.

4.4. Performance on COCO-20i Benchmark

Compared with PASCAL-5i [26], COCO-20i [23] is a
much more challenging benchmark with more novel classes
and more data. We compare the basic framework (Basic),
basic framework with over-clustering (Basic-OC), and the
EUMS framework (EUMS) in Tab. 3. We make two obser-
vations. First, applying over-clustering can yield significant

4346



Image GT Entropy Clustering PL Online PL Image GT Entropy Clustering PL Online PL

Figure 5. Visualization of entropy maps and pseudo-labels in PASCAL-5i dataset. “Entropy”, “Clustering PL”, and “Online PL” denote the
entropy maps of the salient novel pixels, clustering pseudo-labels and online pseudo-labels. The four images (left to right, top to bottom)
contain novel classes of Fold0 to Fold3, respectively.

Image GT Basic (5) Basic (10) EUMSImage GT Basic (5) Basic (10) EUMS

Figure 6. Qualitative comparison of segmentation results in PASCAL VOC 2012 validation set. “Basic (5)” and “Basic (10)” denote the
basic framework with 5 and 10 clusters. The four images (left to right, top to bottom) contain novel classes of Fold0 to Fold3, respectively.

improvement on Fold0 (14.81%) and Fold2 (2.59%) while
making little progress on Fold1 and Fold3. This mainly lies
in that there exist many similar and correlated object classes
in Fold0 and Fold2 (e.g., bicycle, motorcycle and person),
which can be better separated by over-clustering. Second,
the proposed EUMS framework consistently improves the
performance on all of the four folds, which outperforms the
baseline by 6.9% in average mIoU.

4.5. Visualization

Visualization of Pseudo-labels. We illustrate the entropy
maps and pseudo-labels of unclean data in Fig. 5 to demon-
strate the effectiveness of EUMS in addressing noisy clus-
tering pseudo-labels. As shown in Fig. 5, the entropy values
of salient novel pixels in unclean data are high. In addi-
tion, the clustering pseudo-labels of high entropy data tend
to be noisy due to imprecise clustering (first image), inac-
curate saliency maps (second and fourth images), and the
simultaneous existence of multiple novel categories (third
image). Our EUMS discards the noisy clustering pseudo-
labels of unclean data and utilizes those data in a self-
supervised manner by online pseudo-labels. The generated
online pseudo-labels are much better than those from clus-
tering, which can further improve the performance.

Visualization of Segmentation Results. We compare the
segmentation results of EUMS with those of the basic
framework in Fig. 6. “Basic (5)” and “Basic (10)” de-
note the basic framework with exact-clustering and over-
clustering respectively. As shown in Fig. 6, over-clustering

can significantly boost the performance in some folds
(Fold2 and Fold3), but achieves similar or even worse re-
sults in the others (Fold0 and Fold1). Our EUMS can con-
sistently outperform the baseline on all of the four folds,
no matter on easy categories (e.g., bird and train) or hard
categories (e.g., dining table).

5. Conclusion
In this work, we introduce a new setting of Novel Class

Discovery in Semantic Segmentation (NCDSS). The pro-
posed setting aims at segmenting unlabeled novel classes
with prior knowledge from labeled data of disjoint cate-
gories. To address this problem, we propose a basic frame-
work, leveraging labeled base data and a saliency model to
discover novel classes in unlabeled images by clustering. In
addition, we propose the Entropy-based Uncertainty Mod-
eling and Self-training (EUMS) framework to overcome the
noisy labels in the basic framework for further improve-
ments. Extensive experiments on the built benchmark of
PASCAL-5i and COCO-20i demonstrate the feasibility of
the basic framework and the effectiveness of EUMS.
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