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Abstract

Camouflaged object detection (COD) aims to identify
objects that are perfectly embedded in their environment,
which has various downstream applications in fields such
as medicine, art, and agriculture. However, it is an ex-
tremely challenging task to spot camouflaged objects with
the perception ability of human eyes. Hence, we claim that
the goal of COD task is not just to mimic the human visual
ability in a single RGB domain, but to go beyond the human
biological vision. We then introduce the frequency domain
as an additional clue to better detect camouflaged objects
from backgrounds. To well involve the frequency clues into
the CNN models, we present a powerful network with two
special components. We first design a novel frequency en-
hancement module (FEM) to dig clues of camouflaged ob-
jects in the frequency domain. It contains the offline discrete
cosine transform followed by the learnable enhancement.
Then we use a feature alignment to fuse the features from
RGB domain and frequency domain. Moreover, to further
make full use of the frequency information, we propose the
high-order relation module (HOR) to handle the rich fusion
feature. Comprehensive experiments on three widely-used
COD datasets show the proposed method significantly out-
performs other state-of-the-art methods by a large margin.

1. Introduction

With the goal of detecting and segmenting the objects
that are perfectly embedded in the environment, camou-
flaged object detection (COD) has become prevalent in the
computer vision community [9, 17, 59]. As a preliminary
step, COD plays an essential role in various visual systems,
such as polyp segmentation [10], lung infection segmenta-
tion [11], and recreational art [3].

∗All authors contributed equally to this paper.
†Corresponding authors. This work is supported by the Fundamental
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Table 1. The bolded numbers represent the best results, and the
underline indicates the second best. We apply the vanilla U-net
as the network structure for the U-Net in this table. And it is
trained by the commonly used weighted BCE loss and weighed
IoU loss. It shows the competitive performance against the state-
of-the-art SINet [9], LSR [33], PFNet [8], and UGTR [58].

Method SINet LSR PFNet UGTR UNet

COD10K-Test(2026 images) [9]

Sα ↑ 0.771 0.793 0.800 0.818 0.803
Eφ ↑ 0.806 0.868 0.877 0.850 0.873
Fwβ ↑ 0.551 0.663 0.660 0.667 0.655
M ↓ 0.051 0.041 0.040 0.035 0.039

CAMO-Test(250 images) [22]

Sα ↑ 0.751 0.793 0.782 0.785 0.793
Eφ ↑ 0.771 0.826 0.842 0.859 0.848
Fwβ ↑ 0.606 0.696 0.695 0.686 0.697
M ↓ 0.100 0.085 0.085 0.086 0.081

CHAMELEON(76 images) [42]

Sα ↑ 0.869 0.893 0.882 0.888 0.883
Eφ ↑ 0.891 0.928 0.931 0.918 0.929
Fwβ ↑ 0.740 0.812 0.810 0.796 0.806
M ↓ 0.044 0.033 0.033 0.031 0.032

Avg. Rank 5 2.6 2.8 2.5 2.1

Traditional methods [17, 37, 41] detect camouflaged ob-
jects by utilizing handcrafted low-level features, thus these
methods often fail in complex scenes. Recently, with the
application of deep convolutional neural networks (CNN),
the CNN-based methods have pushed the performance of
COD to a new level. Some methods [8, 40] make attempts
at designing texture enhanced module or adopting attention
mechanisms to guide the models to focus on camouflaged
regions. Methods try to locate camouflaged objects accu-
rately with the help of extra edge information [59]. In [33],
new supervision data is introduced for segmenting the cam-
ouflaged objects. Recent works [35] try to treat segmenting
camouflaged objects as a two-stage process. Abandoning
these sophisticated techniques, we simply use U-Net like
networks with Res2Net [13] and ResNet50 [16] backbones,
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Figure 1. Frequency-aware clues for camouflaged object detec-
tion. We apply Discrete Cosine Transform (DCT) in every 8 × 8
patch. (a) the inpur RGB image in which the ground truth region
is in dark color; (b) the statistical results of the frequency signal of
the selected patch (target object and background); (c) coefficients
of the Y, Cb, Cr space after DCT.

to detect camouflaged objects. As can be seen in Table 1,
compared to existing state-of-the-art (SOTA) methods, only
using U-Net network can already achieve competitive per-
formance especially on larger datasets (achieve SOTA per-
formance in 3 metrics), which denotes existing SOTA meth-
ods may not well address COD task.

All these SOTA COD methods share one common char-
acteristic: they just reinforce RGB domain information of
an image by sophisticated techniques. However, accord-
ing to the studies of biology and psychology [36], predator
frequency-dependent predation makes use of their percep-
tual filters [21] bound to specific features when separating
the target animals from its background. When processing a
visual scene, animals have more wavebands than humans,
which makes it hard to spot camouflaged objects for human
visual system (HVS) [4, 43]. In this research, we claim that
the goal of COD task is not just to mimic the human visual
ability in single RGB domain, but to go beyond the human
biological vision. Hence, for better detecting camouflaged
objects from backgrounds, some other clues in image are
needed (e.g., clues in frequency domain).

As described in the previous work [51], CNN has the
potential to exploit the various frequency image compo-
nents that are not perceivable to humans. The first prob-
lem that this paper addresses is how to involve frequency-
aware clues into the CNN models. To learn more statistical
information and to enhance clues about camouflaged ob-
jects in frequency domain, we design a frequency enhance-
ment module (FEM). It consists of an offline discrete cosine
transform and an online learnable enhancement followed
by the feature alignment to fuse features from both RGB

and frequency domains. Moreover, we propose a novel fre-
quency loss to directly constrain in frequency and guide the
network to focus more on the frequency signals. As can
be seen in Figure 1(a), “red box” means target object and
“green box” denotes background. The target object is cryp-
tic in the background. In RGB domain, the target object
is hard to see. However, in frequency domain Figure 1(c),
information that can help distinguish target object and back-
ground is captured. When there are noise objects in the im-
age, they may be extracted together with the camouflaged
objects. In order to distinguish the real camouflaged ob-
jects, we propose the high-order relation module (HOR).
As the target and noise objects always share similar struc-
tural information, a low-order relation is not sufficient for
obtaining the discriminative features.

The main contributions are summarized as follows:

• To our best knowledge, we are the first to claim COD
task should go beyond RGB domain and introduce fre-
quency clues to better detecting camouflaged objects.

• We present a powerful network for COD task with en-
hanced frequency clues. And we design a Frequency
Enhancement Module (FEM) with a frequency percep-
tual loss and a high-order relation module (HOR) to
better leverage the information in frequency domain
for dense prediction task.

• Comprehensive experiments on three widely-used
COD datasets (CHAMELEON, CAMO-Test and
COD10-Test) show that the proposed method outper-
forms other state-of-the-art methods by a large margin.

2. Related Work
2.1. Camouflaged object detection

The camouflaged object detection (COD) task [23, 33,
35] has posed new challenges by pushing the boundaries of
generic / salient object detection [15, 28, 29] to concealed
objects blending in with their surroundings. Fan et al. [9]
present the SINet to address this challenge by first roughly
searching for camouflaged objects and then performing seg-
mentation. Yan et al. [57] introduce MirrorNet to use both
instance segmentation and adversarial attack for COD. Re-
cently, Zhai et al. [59] propose a graph-based model to si-
multaneously perform camouflaged object detection and the
camouflaged object-aware edge extraction by comprehen-
sively reasoning about multi-level relations. [40] considers
the subtle texture difference between camouflaged objects
and the background. Unlike previous works, our novelty
is that we introduce the frequency domain information to
boost the performance of the COD task. Using textures,
boundaries, etc. as clues may fail to detect camouflaged
objects in complex situations. Because these information is
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the same as these observed by human vision system and can
easily be deceived or misled.

2.2. Salient object detection

Salient object detection (SOD) aims to identify the most
attention-grabbing objects in an image and then segment
their pixel-level silhouettes [19,31,47–49,60,64]. Hundreds
of image-based SOD methods have been proposed in the
past decades [6,24–27,46]. Early methods are mainly based
on the handcrafted low-level features as well as heuristic
priors. Recently, deep convolutional neural networks have
set new state-of-the-art on salient object detection. Due to
the effectiveness of feature enhancement, attention mecha-
nisms [50,54] are applied to saliency detection [2]. In addi-
tion, edge/boundary cues are leveraged to refine the saliency
map [38, 44]. However, applying the SOD approaches for
camouflaged object segmentation may not be appropriate
as the term “salient” is essentially the opposite of “camou-
flaged” (standout vs. immersion).

2.3. Learning in the frequency domain

Compressed representations in the frequency domain
contain rich patterns for image understanding tasks. [14]
extracts features from the frequency domain to classify im-
ages. [5] proposes a model conversion algorithm to con-
vert the spatial-domain CNN models to the frequency do-
main. [56] avoids the complex model transition procedure
and uses the SE-Block to select the frequency channels.
[39] designs a frequency channel attention network. De-
spite the achievements of previous methods in frequency
domain, how to model the interaction relationship between
frequency domain and RGB domain for dense prediction
is barely explored. Different from the previous works, we
design a learnable enhancement module, and align the RGB
domain and frequency domain. Thus, our method can better
leverage the rich information from different domains.

3. Method
3.1. Network overview

Figure 2 illustrates the proposed network. The RGB in-
put is transformed to the frequency domain and strength-
ened by the frequency enhancement module (FEM). Then
the RGB and frequency input are fed into the network in
RGB flow and frequency flow seperately. The feature align-
ment (FA) is used to fuse these features from RGB and fre-
quency domains. To find more slight differences within the
features to distinguish the camouflaged objects, the high-
order relation module (HOR) is built in the main network.
Let xrgb ∈ RH×W×3 denote the RGB input, where H,W
are the height and width of the image. And the feature maps
from the last residual block of each layer of the backbone
can be considered as {X1, X2, X3, X4}. Then all these

Stage 1

Stage 2

Stage 3

Stage 4

FA

FA

FA

FA HOR

Decode 1

Decode 2

Decode 3

Decode 4

Conv Block
Spatial Supervision

Network Architecture Frequency Supervision

FEM

Frequency Enhancement Module FEM

Frequency 
Flow

RGB Flow

Figure 2. An overview of the proposed network.

feature maps are processed in the skip connection and de-
coded in a bottom-up manner. Each decode block is consist
of two convolution layers followed by BN and ReLU.

3.2. Frequency enhancement module

Offline Discrete Cosine Transform. In this part, the
input RGB image is firstly processed by DCT to utilize
the frequency information. xrgb is transformed to YCbCr
space (denoted by xycbcr ∈ RH×W×3). Then, we can ob-
tain {pci,j |1 ≤ i, j ≤ H

8 } by dividing xycbcr into a set of
8× 8 patches (taking DCT densely on slide windows of the
image is a common operation for frequency processing like
JPEG compression). pci,j ∈ R8×8 denotes the patch of a
certain color channel. Each patch is processed by DCT into
frequency spectrum dci,j ∈ R8×8, where each value cor-
responds to the intensity of a certain frequency band. To
group all components of the same frequency into one chan-
nel, we flatten the frequency spectrum and reshape them
to form a new input, following the patch index: xfreqo =

xfreqi,j = flatten(di,j), where xfreqo ∈ RH
8 ×W

8 ×192, and
di,j ∈ R8×8×3 denotes the concatenation of all the dci,j . In
this way, we rearrange the signals which are in zigzag or-
der in one patch and each channel of xfreqo belongs to one
band. Thus, the original color input is transformed to the
frequency domain.
Online learnable enhancement. Figure 3 depicts the fre-
quency domain transformation process, in which the images
are mapped into the frequency domain and enhanced by a
learnable module to discover the cues of camouflage objects
hidden in frequency space. In practice, there are a variety
of camouflaged objects and complicated backgrounds, the
fixed offline DCT may not handle this well. We also need
an adaptive learning process to adapt to complex scenar-
ios. Since information will be lost during the pre-processing
such as JPEG compression. We need to strengthen the fre-
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Figure 3. Our proposed FEM contains two steps: an offline DCT process and an online enhancement with neural networks.

quency signals. Thus, we introduce online learnable en-
hancement to increase the adaptability of signals.

We build the enhancement module from both within in-
dividual patch and between patches. Following the tradi-
tional methods [45], we first enhance the coefficients in lo-
cal frequency bands. We downsample and partition the sig-
nals into two parts, the low xfreql and high signals xfreqh ∈
R96×k2 , where k means the size. To boost the signals in
the corresponding frequency bands, we feed them into two
multi-head self-attention (MHSA) [50] separately and con-
catenate their output to recover the original shape. Then
another MHSA reconciles all the different frequency bands,
and the newly formed signal denotes xfreqf . The MHSA is
able to capture the rich correlation between each item in the
input features. At this point, the different frequency spec-
trums of the image are fully interacted with. As for DCT,
patches are independent of each other, the above procedure
only enhances a single patch. To help the network identify
the location of the camouflaged object, we need to establish
connections between patches. So we first reshape xfreqf to

xfreqs ∈ Rk2×C . Then we use MHSA to model the relation-
ships among all the patches. Finally, we can upsample and
get the enhanced frequency signals xfreq . Both xrgb and
xfreq are fed into the network. As we apply single layer
MHSA in each place and the size of the frequency signals
is in a small scale, it will not bring high computational cost.
Feature alignment. We introduce the frequency informa-
tion to help distinguish the camouflaged objects from the
background or interference objects. We should build an-
other module to fuse the features from RGB domain and
signal domain well as they are misaligned, as shown in Fig-
ure 4(a). The feature alignment is a mutually reinforcing
process. The frequency features are discriminative for cam-

ouflaged objects. The RGB features have a larger receptive
field, and can compensate for the frequency features. Since
the previous processing ensures that xrgb and xfreq are spa-
tially aligned, we only align the frequency domain with the
RGB domain in this part.

As the CNN models are more sensitive to low-frequency
channels, we first apply a filter to extract the useful part
Xfreq from xfreq for COD. According to the visualiza-
tion in Figure 1, we can see that the differences at higher
frequencies can help to find the camouflage objects. We
design a binary base filter fbase that covers the high fre-
quency bands, and add three learnable filters {fi}3i=1 for
the Y, Cb, Cr color space. The filtering is a dot-product
between the frequency response and the combined filters
fbase + σ(fi), where σ(y) = 1−exp(−y)

1+exp(−y) . For an input
frequency domain feature xfreq , the network can focus on
the most important spectrum automatically by: Xfreq

i =

xfreqi � [fbase + σ(fi)], where � is the element-wise
product. Finally, we put them back together: Xfreq =
Concat([Xfreq

1 , Xfreq
2 , Xfreq

3 ]).

Then, we calculate the transformation for the two signal
from the spatial domain and frequency domain. As Xi has
different sizes, Xfreq needs to be scaled to its correspond-
ing size. We concatenate Xi and Xfreq , then feed it into a
Conv layer with 4n output channels, whose output is T . We
take T j ∈ RH×W×n(j = 1, 2, 3, 4) out of the third dimen-
sion, and reshape them to HW × n. Thus, we obtain the
fusion matrix T1 ∈ RHW×HW for RGB domain, and T2
for frequency domain by: T1 = T 1(T 2)

T
, T2 = T 3(T 4)

T .
Secondly, we can align the feature maps. Multiplied with
the transformation and a learned vector v ∈ R1×C to adjust
the intensity of each channel, the aligned feature of each
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Figure 4. Illustrations of the feature alignment and high-order relation module. a) Feature Alignment: fusing the features from RGB
domain and frequency domain. b) HOR: joint positional and channel-relation, selecting the semantic channels and frequency bands.

domain can be defined as:

Xi
rbg2s = T1X

i ⊗ virgb,
Xfreq2s = T2X

freq ⊗ vfreq.
(1)

Finally, we can obtain the fused features by adding the two
domain features: Xi

s = Xi
rbg2s + Xfreq2s. In this way,

we can make use of the discriminative frequency informa-
tion to find the camouflaged objects, while maintaining the
CNN clues to ensure the integrity and details of the objects.
Frequency perception loss. To further capture the frequen-
cies that differ from human perception, we introduce a novel
loss to constrain the network. Besides calculating losses di-
rectly in the RGB domain, we also intend to provide super-
vision of the network in the frequency domain. On the one
hand the commonly used losses may not produce effective
guidance for the network in the frequency domain and can
lead to the loss of key clues. On the other hand, we assume
that the predictions should be correct not only at each pixel
location, but also in the coefficients after DCT when they
act on the original images.

As DCT is a patch-based operation, we may get coarse
predictions here, which mainly focus on the localization of
the camouflaged objects. Depart from using a pixel-loss,
we compute loss in the frequency domain following DCT,
and the network can be guided to mine more information
in the frequency domain. Given the input RGB image x,
the corresponding ground truth mask M , and the prediction
mask Y , we can define the loss as follows:

Lf (Y,M, x) = ||DCT(x⊗ Y )−DCT(x⊗M)||22/q, (2)

where q is the quantization table and ⊗ means the element-
wise product. Especially, Y and M will first be copied and
expanded to the same size as x.

3.3. High order frequency channel selection

With the help of the frequency domain information, we
can already improve the performance of network via the in-
visible clues. However, if we intend to better distinguish
camouflaged objects from other non-camouflaged objects,
we need to dig deeply into the relations between differ-
ent pixels in Xi

s. Specifically, the true camouflaged and
interfering objects can be separated from the background
together with the help of the frequency domain informa-
tion. However, true camouflaged and interfering objects of-
ten share extremely similar structural information and fre-
quency domain clues would hardly distinguish the slight
differences. An intuitive method is to introduce atten-
tion mechanism(e.g. commonly used Self-Attention Mod-
ule [52]) to exploring the relationship of different pixels
within the featureXi

s, which may help distinguish the slight
differences. However, common used attention mechanism
can only capture low-order relation, and it is not enough to
spot such subtle differences. Consequently, we propose a
high-order relation module (HOR) to address this problem.

Thus, we propose the high-order relation module (HOR)
to make the most use of information in the frequency sig-
nals, as shown in Figure 4(b). The structural relations are
constructed by employing a position-aware gating opera-
tion, providing high-order spatial enhancement for further
channel interactions and discriminant spectrum selection.

LetX ∈ RC×H×W denote the input feature, and we first
reshape it toC×HW . As frequency responses come from a
local region, encoding original features with positional im-
portance is thus necessary to distinguish the camouflaged
objects from other objects. The positional attention weights
can be represented as:

W = softmax(XTψ(X)) ∈ RHW×HW . (3)

In addition, different network layers present potential in-
formation in different scales, where the latter one has a
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larger receptive field. Leveraging cross-layer semantics also
enhances the representation of multi-scale learning. Here
ψ(X) denotes the latter layer than X . Thus W serves as
an attention weight to find the RGB and frequency response
correlations across different layers. The positional weights
then strengthen the original feature and subsequently pass
an adaptive gating operation to select the most useful fea-
tures when occurring different samples:

A = G(W ) · (WXT ) +X, (4)

where G(W ) ∈ RHW denotes the gating weight gener-
ated by a FC layer and it can be considered as the function
G : RHW → R1. The gating operation is generated based
on the spatial perceptions to form the positional-aware fea-
tures.

The Non-local attention is the most relevant to our mod-
ule. However, it can be described implicitly, using a re-
weighting mechanism for each channel. This attention
mechanism can be regarded as denoising or high-pass fil-
tering operations. PFNet [35] uses two such modules con-
secutively for channel and spatial. And that makes them
independent for each other. Similarly, although the fea-
ture A is maintained in its original shape RH×W×C , the
relationship matrix across different semantic channels and
frequency bands is omitted. Thus we propose to generate
the rich relation-aware representation subsequently. After
obtaining the positional enhanced feature A, the channel-
aware relation matrix can be built by similar operations:

H = softmax(ATψ(X))) ∈ RC×C , (5)

whereC denotes the channel dimension of positional-aware
features. Each tensor in the channel-aware relation has the
same C-dimensions for semantic and frequency mappings
which are corresponded to the original feature channels and
spectrum. Finally, we apply this relation matrix to X to get
the selected information beneficial to camouflage objects:
Xout = reshape(HX) ∈ RH×W×C . The feature Xout is
then fed into the decoding process.

3.4. Supervision

As can be seen in Figure 2, let {D1, D2, D3, D4} de-
note the features extracted from each stage of the decode
block. We make four predictions {Pi}4i=1 under different
resolutions in our network and {Yi}4i=1 from the convolu-
tion layer after each FA. Each Pi and Yi is first rescaled to
the input image size. We supervise the network in the fre-
quency domain by the frequency perception loss Lf .

We also provide a supervision in the common RGB do-
main to ensure details. Following [8], we combine the
weighted BCE loss `bce and weighted IoU loss `iou [53]
to focus more on the distraction region. The loss function is
defined as:

Li = Lbce(Pi,M)+Liou(Pi,M)+Lf (Yi,M, xrgb), (6)

whereM means the ground truth label and i denotes the i-th
stage of the network. Finally, the overall loss function is:

Loverall =
4∑
i=1

2(1−i)Li. (7)

4. Experiment

4.1. Experimental setup

Datasets. We evaluate our method on three benchmark
datasets: CHAMELEON [42], CAMO [22], COD10K [9].
CHAMELEON [42] has 76 images. CAMO [22] contains
1,250 camouflaged images covering different categories,
which are divided into 1,000 training images and 250 test-
ing images. COD10K [9] is currently the largest benchmark
dataset, which includes 3,040 images for training and 2,026
for testing. Our training set is a combination of the train
sets from CAMO and COD10K following work [9]. NC4K
dataset [33] is also widely used for evaluation in camou-
flaged object detection.
Evaluation metrics. We use four widely used and standard
metrics to evaluate our method: structure-measure (Sα) [7],
mean E-measure (Eφ) [12], weighted F-measure Fwβ [34],
and mean absolute error (M ).
Implementation details. We use the PyTorch framework to
implement our method. If not specially mentioned, we ap-
ply the Res2Net [13] as the backbone. We also train a model
with ResNet50 for comparing with other methods which use
the same backbone. We use the Adam [20] optimizer with
β1 = 0.5 and β2 = 0.999. The weight decay is set to 5e-4
for loss optimization. The learning rate is initialized to 1e-
4. It drops to half at 20 epochs and is set to 1e-5 after 40
epochs (overall 100 epochs). During the training stage, the
batch size is set to 32. For the data augmentation, we per-
form simple random cropping and flipping. The image is
finally resized to 416× 416 followed by a color distortion.
Compared Methods. Here we compare our network
with 19 state-of-the-art methods. It contains multi-
ple models for different tasks: object detection method
FPN [30]; semantic segmentation method PSPNet [61]; in-
stance segmentation methods Mask RCNN [15], HTC [1],
and MSRCNN [18]; medical image segmentation meth-
ods UNet++ [65] and PraNet [10]; salient object detec-
tion methods PiCANet [32], BASNet [38], CPD [55],
PFANet [63], and EGNet [62]; and camouflaged object
segmentation methods SINet [9], SINet-V2 [8], LSR [33],
PFNet [35], R-MGL [59], JCOD [23] and UGTR [58]. For
fair comparison, all the prediction maps of the above meth-
ods are either provided by the public websites or produced
by retraining the models with open source codes. Besides,
all the prediction maps are evaluated with the same code.
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Table 2. Comparisons of our proposed method and other 18 state-of-the-art methods in the relevant fields on three benchmark datasets.
Larger Sα, Eφ, and Fwβ , smaller M correspond to better performance. For the Res2Net backbone, the best results are marked in bold. For
ResNet50, the best three results are in red, blue, and green fonts.

COD10K-Test(2026 images) CAMO-Test (250 images) CHAMELEON(76 images)
Methods

Sα ↑ Eφ ↑ Fwβ ↑ M ↓ Sα ↑ Eφ ↑ Fwβ ↑ M ↓ Sα ↑ Eφ ↑ Fwβ ↑ M ↓

FPN 0.697 0.691 0.411 0.075 0.684 0.677 0.483 0.131 0.794 0.783 0.590 0.075
PSPNet 0.678 0.680 0.377 0.080 0.663 0.659 0.455 0.139 0.773 0.758 0.555 0.085
Mask RCNN 0.613 0.748 0.402 0.080 0.574 0.715 0.430 0.151 0.643 0.778 0.518 0.099
UNet++ 0.623 0.672 0.350 0.086 0.599 0.653 0.392 0.149 0.695 0.762 0.501 0.094
PiCANet 0.649 0.643 0.322 0.090 0.609 0.584 0.356 0.156 0.769 0.749 0.536 0.085
HTC 0.548 0.520 0.221 0.088 0.476 0.442 0.174 0.172 0.517 0.489 0.204 0.129
MSRCNN 0.641 0.706 0.419 0.073 0.617 0.669 0.454 0.133 0.637 0.686 0.443 0.091
BASNet 0.634 0.678 0.365 0.105 0.618 0.661 0.413 0.159 0.687 0.721 0.474 0.118
CPD 0.747 0.770 0.508 0.059 0.726 0.729 0.550 0.115 0.853 0.866 0.706 0.052
PFANet 0.636 0.618 0.286 0.128 0.659 0.622 0.391 0.172 0.679 0.648 0.378 0.144
EGNet 0.737 0.779 0.509 0.056 0.732 0.768 0.583 0.104 0.848 0.870 0.702 0.050
PraNet 0.789 0.861 0.629 0.045 0.769 0.824 0.663 0.094 0.860 0.907 0.763 0.044
SINet 0.771 0.806 0.551 0.051 0.751 0.771 0.606 0.100 0.869 0.891 0.740 0.044
LSR 0.793 0.868 0.663 0.041 0.793 0.826 0.696 0.085 0.892 0.928 0.812 0.033
PFNet 0.800 0.877 0.660 0.040 0.782 0.842 0.695 0.085 0.882 0.931 0.810 0.033
R-MGL 0.814 0.852 0.666 0.035 0.775 0.812 0.673 0.088 0.892 0.918 0.813 0.030
JCOD 0.809 0.884 0.684 0.035 0.800 0.859 0.728 0.073 0.891 0.943 0.817 0.030
UGTR 0.818 0.850 0.667 0.035 0.785 0.859 0.686 0.086 0.888 0.918 0.796 0.031
Ours-R50 0.833 0.907 0.711 0.033 0.828 0.884 0.747 0.069 0.894 0.950 0.819 0.030

SInet-V2 0.815 0.887 0.680 0.037 0.820 0.882 0.743 0.070 0.888 0.942 0.816 0.030
Ours-R2N 0.837 0.918 0.731 0.030 0.844 0.898 0.778 0.062 0.898 0.949 0.837 0.027

Image GT Ours SINetV2 UGTR PFNet MGL JCOD PraNet SINet MSRCNN PSPNet FPN

Figure 5. Visual comparisons of camouflaged object detection maps produced by the state-of-the-art methods. Our method can better
identify camouflaged objects than all the compared approaches.

4.2. Comparisons with the state-of-the-arts

Quantitative results. For quantitative evaluations, we
report four popular metrics in Table 2. The baseline is the
vanilla U-Net with weighted BCE loss and weighted IoU
loss. Note that no matter which backbone network is ap-
plied, our network achieves the competitive performance
across these datasets.
Visual comparisons. In Figure 5, we provide challeng-
ing examples. Compared with other methods, our method

achieves more competitive visual performance mainly in the
following aspects. (a) More accurate camouflaged object
localization. Our method can detect the camouflaged object
more completely and accurately. When the camouflaged
objects share similar appearance with the background, we
can also easily find them with the help of the discriminative
frequency information. (b) Stronger noise object suppres-
sion. Our method can address more complex background
interference, such as salient but non-camouflaged regions.
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Figure 6. Heat maps of Y, Cb, and Cr components from the models. The left does not use the base filter fbase, and the network is free to
learn which bands to focus on. For the right, we give the base filter to make it more concerned with the high frequency (bands greater than
16 followed by [56]).

Table 3. Quantitative results of ablation studies. “Freq. Info.” represents frequency information. Off. and On. mean the two steps of the
FEM separately.

Models Freq. Info. CHAMELEON(76 images) CAMO-Test(250 images) COD10K-Test(2026 images)
Sα ↑ Eφ ↑ Fwβ ↑ M ↓ Sα ↑ Eφ ↑ Fwβ ↑ M ↓ Sα ↑ Eφ ↑ Fwβ ↑ M ↓

Baseline - 0.884 0.931 0.809 0.032 0.820 0.879 0.743 0.072 0.815 0.884 0.680 0.037
+HOR - 0.888 0.932 0.815 0.031 0.824 0.884 0.750 0.070 0.819 0.889 0.690 0.036
Baseline with frequency Off. 0.886 0.930 0.812 0.031 0.826 0.877 0.744 0.071 0.818 0.890 0.685 0.036
+FEM+Lf Off.+On. 0.887 0.934 0.826 0.030 0.831 0.884 0.756 0.069 0.831 0.902 0.721 0.033
+FEM+Lf+FA Off.+On. 0.891 0.941 0.829 0.029 0.834 0.890 0.768 0.067 0.834 0.903 0.727 0.031
+FEM+Lf+FA+SelfAttention Off.+On. 0.894 0.943 0.833 0.029 0.837 0.893 0.774 0.064 0.836 0.906 0.729 0.031
+FEM+Lf+FA+HOR(Ours) Off.+On. 0.898 0.949 0.837 0.027 0.844 0.898 0.778 0.062 0.837 0.918 0.731 0.030

Some scenes have many distinct objects that are easy to
spot, and the target object is hidden in them. We need
to suppress the noisy objects that are not part of the cam-
ouflaged objects. Only our method can effectively high-
light the camouflaged objects and suppress the interference.
Moreover, our method shows superiority on account of dig-
ging the slight difference between the camouflaged objects
and other regions.

4.3. Ablation study

Visualization of the frequency filters. Firstly, we ex-
plore which frequency bands are more effective for COD.
We train the model without a base filter. Figure 6 left side
shows the heat maps of the selection spectrum by the learn-
able filters. Following [56], we consider the bands greater
than 16 as the high spectrum signals. The most frequency
bands have a low response and the high spectrum is more
important in the heat maps. Secondly, we train the model
with the base filter fbase. In this way, we explicitly tell
the network to focus on higher frequency information. As
shown in the right side of Figure 6, the network can further
find a smaller number of specific, discriminative frequency
bands.
Importance of proposed modules to our network. To
study this problem, we removed each module in turn. In
Table 3, the comparisons between the results of models al-
ready show the effectiveness of our proposed Frequency en-
hancement module with Lf , feature alignment, and high-
order relation generation module. From line.2 and line.7,

we could find that the network performs better benefiting
from HOR. However, simply applying the attention-like
model cannot achieve the full performance without the help
of frequency information. From line.3, it can be seen that
directly adding the frequency signals to the network without
other processing has limited benefit. By comparing the re-
sults of models in line.4 and line.5, we observe that fuse the
features from two domains can make more use of the fre-
quency domain information. From line.6, it shows that only
building the low-order relation by self-attention module is
suboptimal compared to our HOR.

5. Conclusion

In this paper, we utilize frequency information of an
image to help detect camouflaged objects. By strengthen-
ing the coefficients in all the frequency bands with the fre-
quency enhancement module, we can extract the discrimi-
native cues. We further align the spatial-domain (RGB) and
the frequency domain to get the fusion features. Besides,
by establishing the high order relationships within the intra-
image features, we can suppress the background and find
the true target objects. Experiments demonstrate that our
proposed network achieves better performance than state-
of-the-art COD methods on three benchmarks. Comprehen-
sive ablation studies also validate our contributions. This
work will benefit researchers exploring the potential of uti-
lizing different frequency clues in various areas of computer
vision community.
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