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Abstract

Accurately predicting the future motions of surrounding traffic agents is critical for the safety of autonomous vehicles. Recently, vectorized approaches have dominated the motion prediction community due to their capability of capturing complex interactions in traffic scenes. However, existing methods neglect the symmetries of the problem and suffer from the expensive computational cost, facing the challenge of making real-time multi-agent motion prediction without sacrificing the prediction performance. To tackle this challenge, we propose Hierarchical Vector Transformer (HiVT) for fast and accurate multi-agent motion prediction. By decomposing the problem into local context extraction and global interaction modeling, our method can effectively and efficiently model a large number of agents in the scene. Meanwhile, we propose a translation-invariant scene representation and rotation-invariant spatial learning modules, which extract features robust to the geometric transformations of the scene and enable the model to make accurate predictions for multiple agents in a single forward pass. Experiments show that HiVT achieves the state-of-the-art performance on the Argoverse motion forecasting benchmark with a small model size and can make fast multi-agent motion prediction.

1. Introduction

Navigating through dynamic environments in a safe maneuver is a critical mission of autonomous vehicles. To this end, autonomous vehicles need to understand the surroundings and anticipate the future on the road. However, it is challenging to accurately predict the future motions of nearby traffic agents, such as vehicles, bicycles, and pedestrians, whose goals or intents may be unknown. In multi-agent traffic scenarios, an agent’s behavior is shaped by complex interactions with other agents. Such interactions further intertwine with the map-dependent traffic regulations, making it extremely difficult to understand the diverse behavior of multiple agents in the scene.

Recently, learning-based methods have demonstrated their effectiveness in the motion prediction task [9, 12, 31, 32, 36, 49]. Inspired by the progress in computer vision, some works rasterize the scenes into bird’s eye view images and apply CNNs to make predictions [9, 12, 25]. Although these approaches are easy to implement with off-the-shelf image models, they are computationally expensive and have limited receptive fields. Given these limitations, recent works [17, 31, 49] employ a vectorized approach for more compact scene representations, which extracts a set of vectors or points from the trajectories and the map elements. The scenes are then processed by graph neural networks [6, 20, 29], Transformers [46], or point cloud models [39, 40, 47] to learn the relationships among vectorized entities such as trajectory waypoints and lane segments.

Existing vectorized approaches, however, are challenged by the need to make real-time motion predictions in rapidly changing traffic conditions. Since vectorized methods are generally not robust to translation and rotation of the reference frame, to mitigate this problem, recent research normalizes the scene to be centered at the target agent and to be aligned with the target agent’s heading [17, 31, 49]. This remedy becomes problematic when a large number of agents in the scene need to be predicted, owing to the expensive cost of re-normalizing the scene and re-computing the scene features for each target agent. Further, existing works model all-to-all relationships in the space and the time dimensions to capture fine-grained interactions among the vectorized entities [38, 51], which inevitably leads to prohibitive computation with the increase of entities. As making accurate predictions in real time is critical for the safety of autonomous driving, we are thus motivated to push the state-of-the-art by developing a new framework to achieve faster and more accurate multi-agent motion prediction.

In a nutshell, our approach exploits the symmetries and the hierarchical structure in the problem of multi-agent motion prediction. We frame the motion prediction task in multiple stages and hierarchically model the relationships
between entities based on Transformers [46]. In the first stage, our framework avoids expensive all-to-all interaction modeling and extracts context features only locally. Specifically, we divide the scene into a set of local regions, where each local region is centered at one modeled agent. For each agent-centric local region, we extract context features from the local vectorized entities which contain rich information related to the central agent. In the second stage, to compensate for the restricted local receptive fields and capture long-range dependencies in the scene, we perform global message passing among agent-centric local regions by empowering the Transformer encoder with the geometric relationships between local reference frames. Finally, given the local and the global representations, a decoder produces future trajectories for all agents in a single forward pass. To further leverage the symmetries of the problem, we employ a scene representation that is agnostic about the translation of the global coordinate frame, in which we use relative positions to characterize all vectorized entities. Based on this scene representation, we introduce rotation-invariant cross-attention modules for spatial learning, which can learn local and global representations that are invariant to the rotation of the scene.

Our approach has the following clear advantages. First, by decomposing the problem into local context extraction and global interaction modeling, our approach can progressively aggregate information at different scales and model a large number of entities in the scene with high efficiency. Second, our method can learn representations robust to translation and rotation of the inputs via a translation-invariant scene representation and rotation-invariant spatial learning modules. Third, our model can make faster and more accurate predictions with much fewer parameters than the state-of-the-art approaches. We validate all the above advantages via extensive experiments on large-scale driving data. Our code will be publicly available.

2. Related Work

Traffic Scene Representation. Tackling the motion prediction problem requires learning rich representations from the elements of the traffic scene, including the high-definition map and the past trajectories of agents. Extensive works have used rasterized scenes as model inputs [4, 9, 12, 15, 19, 25, 43] and employed standard image models [11, 24, 26, 44] for learning. Specifically, these methods extract map elements (e.g., lane boundaries, crosswalks, traffic lights) from the high-definition map and use different colors or masks to render the scenes as bird’s eye view images. The past trajectories of agents are either rasterized as additional image channels [9, 12] or processed by temporal models like RNNs [2, 41, 42].

Rasterized methods are compatible with the mature techniques in computer vision but are also costly and inefficient in learning. Recently, vectorized methods [17, 31, 49] have gained popularity for their efficient sparse encoding and the capability of capturing complex structural information. Unlike the rasterized approaches, these methods treat the scene as a set of entities associated with semantic and geometric attributes and learn the relationships between entities. VectorNet [17] models the interactions among lane and trajectory polylines with graph neural networks. It is also used as the backbone network by some following works [22, 32, 52]. LaneGCN [31] builds a lane graph from the lane segments and exploits multi-scale graph convolutional networks to learn representations for graph nodes. TPCN [49] extends point cloud models to learn from the spatial-temporal point set composed of trajectory waypoints and lane points. Our scene representation also falls into this category but differs in that all vectorized entities are characterized by relative positions, making our representation translation-invariant.

Motion Prediction. Since social interactions are ubiquitous in traffic scenarios and significantly impact the future motions of traffic agents, many motion prediction approaches have considered the dependencies between agents’ behaviors and reasoned agent-agent interactions using social pooling [2, 13, 23], graph neural networks [8, 27, 31, 37], or attention mechanisms [17, 30, 32, 36, 38, 43, 48, 50]. Inspired by the success of Transformer models [46] in a wide range of domains [5, 7, 14, 16], some recent works employ Transformers in the motion prediction task to model spatial relationships, temporal dependencies, and relationships between agents and map elements [21, 30, 32, 36, 38, 50, 51]. In comparison, our Transformer architecture differs from existing ones by learning local and global representations hierarchically. This hierarchical strategy helps the model learn multi-scale features and is more efficient than those performing all-to-all message passing along the space and the time axes. Moreover, we model multiple agents via an agent-centric representation that is invariant to translation and rotation of the scene. The hierarchical architecture and the symmetric designs enable our method to achieve the state-of-the-art prediction performance with fewer parameters and less computational cost than other approaches.

3. Approach

3.1. Overall Framework

An overview of our proposed framework is illustrated in Fig. 1. We first organize a traffic scene as a collection of vectorized entities. Based on this scene representation, our framework hierarchically aggregates spatial-temporal information in the scene. In the first stage, we encode rotation-invariant local context features for each agent. The aggregation of ego-motion, neighboring agents’ motions, and local map structure can provide rich information related to the
modeled agent. In the second stage, a global interaction module aggregates the local context of different agents and updates each agent’s representation to capture long-range dependencies and scene-level dynamics. Finally, the hierarchically learned representations are used to make multimodal trajectory predictions for all agents simultaneously.

### 3.2. Scene Representation

A traffic scene consists of agents and map information. To represent the scene in a structured way, we extract vectorized entities from the scene, including the trajectory segments of traffic agents and the lane segments in map data. A vectorized entity is associated with semantic and geometric attributes. Compared with previous vectorized methods [17, 31, 49] in which the geometric attributes of agents or lanes involve the absolute positions of points, our representation avoids using any absolute positions and characterizes the geometric attributes with relative positions, which makes the scene a vector set entirely. Specifically, an agent $i$’s trajectory is represented as $\{p^t_i - p^{t-1}_i\}_{t=1}^T$, where $p^t_i \in \mathbb{R}^2$ is agent $i$’s location at time step $t$ and $T$ is the total historical time steps. For a lane segment $\xi$, the geometric attribute is given by $p^1_\xi - p^2_\xi$, where $p^1_\xi \in \mathbb{R}^2$ and $p^2_\xi \in \mathbb{R}^2$ are the starting and the ending coordinates of $\xi$. By transforming the point set into a vector set, such a representation guarantees translation invariance naturally. However, the information about the relative positions between entities is also discarded. To preserve spatial relationships, we introduce relative position vectors for agent-agent and agent-lane pairs. For instance, the position vector of agent $j$ relative to agent $i$ at time step $t$ is $p^t_j - p^t_i$, which fully depicts the spatial relationship of the two agents and is also translation-invariant. Without any loss of information, our scene representation ensures that any learnable functions applied to it will necessarily respect translation invariance.

### 3.3. Hierarchical Vector Transformer

To accurately predict the future trajectories of traffic agents in a highly dynamic environment, the model needs to effectively learn the spatial-temporal relationships among a large number of vectorized entities. Transformers [46] have shown promise in capturing long-range dependencies between entities in a variety of tasks [5, 7, 14, 16, 33]. However, directly applying Transformers to the spatial-temporal entities suffers from the complexity of $O((NT + L)^2)$, where $N$, $T$, and $L$ are the numbers of agents, historical time steps, and lane segments, respectively. To efficiently learn from a large number of entities, our model factorizes the space and the time dimensions and learns spatial relationships only locally at each time step. Specifically, we divide the space into $N$ local regions, and each local region is centered at one agent in the scene. Within each local region are the trajectory segments and the local environment of the central agent, where the environmental information involves the trajectory segments of the neighboring agents and the local lane segments surrounding the...
central agent. For each local region, we aggregate the local information into a single feature vector by sequentially modeling agent-agent interactions per time step, temporal dependencies per agent, and agent-lane interactions at the current time step. After aggregation, the feature vector contains rich information related to the central agent. On the other hand, the computational complexity is reduced from $O((NT + L)^2)$ to $O(N(T^2 + TN^2 + NL))$ by the factorization of the space and the time dimensions and is further reduced to $O(N(T^2 + NK + NL))$ by limiting the radius of the local regions, where $k < N$ and $t < L$.

While the local encoder can learn rich representations locally, the amount of information is limited by the range of the local regions. To avoid sacrificing prediction performance, we further employ a global interaction module to compensate for the restricted local receptive fields and capture scene-level dynamics, in which we perform message passing among local regions. The global interaction module can significantly enhance the expressiveness of the model at the cost of $O(N^2)$ complexity, which is relatively lightweight compared with the local encoder.

The multi-agent motion prediction problem exhibits translation and rotation symmetries. Existing methods [17, 31] re-normalize all vectorized entities w.r.t. each agent and make single-agent predictions multiple times to achieve invariance. This paradigm scales linearly w.r.t. the number of agents. By comparison, our model can make predictions for all agents in a single forward pass without sacrificing invariance via using the translation-invariant scene representation and rotation-invariant spatial learning modules. We illustrate the model components in more detail as follows.

### 3.3.1 Local Encoder

**Agent-Agent Interaction.** The agent-agent interaction module aims to learn the relationships between the central agent and the neighboring agents for each local region at each time step. To exploit the symmetries of the problem, we introduce a rotation-invariant cross-attention block to aggregate the spatial information. Specifically, we uniformly take the central agent $i$’s latest trajectory segment $p_i^T - p_i^{T-1}$ as the reference vector of the local region and rotate all local vectors according to the reference vector’s orientation $\theta_i$. Based on the rotated vectors and their associated semantic attributes, we use Multi-Layer Perceptrons (MLPs) to obtain the central agent $i$’s embedding $z_i^t \in \mathbb{R}^{d_h}$ and any neighboring agent $j$’s embedding $z_{ij}^t \in \mathbb{R}^{d_h}$ at any time step $t$:

$$z_i^t = \phi_{\text{center}}(\{R_i^T (p_i^t - p_i^{t-1}), a_i\}), \quad (1)$$

$$z_{ij}^t = \phi_{\text{nbr}}(\{R_i^T (p_i^t - p_i^{t-1}), R_j^T (p_j^t - p_j^{t-1}), a_i\}), \quad (2)$$

where $\phi_{\text{center}}(\cdot)$ and $\phi_{\text{nbr}}(\cdot)$ are two different MLP blocks, $R_i \in \mathbb{R}^{2 \times 2}$ is the rotation matrix parameterized by $\theta_i$, $a_i$ and $a_j$ are the semantic attributes of agent $i$ and agent $j$, respectively. Since all geometric attributes are normalized w.r.t. the central agent before they are fed into MLPs, these embeddings are unaffected by the rotation of the global coordinate frame. Apart from the trajectory segments, the inputs of $\phi_{\text{nbr}}(\cdot)$ also contain neighboring agents’ position vectors relative to the central agent, making the neighboring embeddings spatially aware. The embedding of the central agent is then converted to the query vector, and the embeddings of the neighboring agents are used to calculate the key and the value vectors:

$$q_{ij}^t = W_{\text{qvec}} z_i^t, \quad k_{ij}^t = W_{\text{kvec}} z_{ij}^t, \quad v_{ij}^t = W_{\text{vvec}} z_{ij}^t, \quad (3)$$

where $W_{\text{qvec}}$, $W_{\text{kvec}}$, $W_{\text{vvec}} \in \mathbb{R}^{d_h \times d_h}$ are learnable matrices for linear projection and $d_h$ is the dimension of the transformed vectors. The resulting query, key, and value vectors are taken as inputs to the scaled dot-product attention block:

$$\alpha_{ij}^t = \text{softmax} \left( \frac{q_{ij}^T k_{ij}^t}{\sqrt{d_h}} \right) \{ \{ k_{ij}^t \}_{j \in N_i} \}, \quad (4)$$

$$m_i^t = \sum_{j \in N_i} \alpha_{ij}^t v_{ij}^t, \quad (5)$$

$$g_i^t = \sigma(W_{\text{gate}} [z_i^t, m_i^t]), \quad (6)$$

$$z_i^t = g_i^t \odot W_{\text{self}} z_i^t + (1 - g_i^t) \odot m_i^t, \quad (7)$$

where $N_i$ is the set of agent $i$’s neighbors, $W_{\text{gate}}$ and $W_{\text{self}}$ are learnable matrices, and $\odot$ denotes element-wise product. Compared with the standard scaled dot-product attention [46], our variant uses a gating function to fuse the environmental features $m_i^t$ with the central agent’s features $z_i^t$, enabling the block to have more control over the feature update. Like the original Transformer architecture, our attention block can also be extended to multiple heads. The outputs of the multi-head attention block are passed through an MLP block to obtain the spatial embedding $s_i^t \in \mathbb{R}^{d_h}$ of agent $i$ at time step $t$. In addition, we apply Layer Normalization [3] before each block and residual connections [24] after each block. In practice, this module can be implemented using efficient scatter and gather operations to parallelize the learning across all local regions and all time steps.

**Temporal Dependency.** To further capture the temporal information of each local region, we employ a temporal Transformer encoder on top of the agent-agent interaction module. For any central agent $i$, the input sequence of this module is composed of the embeddings $\{s_i^t\}_{t=1}^T$ returned by the agent-agent interaction module at different time steps. Similar to BERT [14], we append an extra learnable token $s_i^{T+1} \in \mathbb{R}^{d_h}$ to the end of the input sequence. Then, we add learnable positional embeddings to all tokens and stack the
tokens into a matrix $S_i \in \mathbb{R}^{(T+1) \times d_k}$, which is fed into the temporal attention block:

$$Q_i = S_i W_Q^{\text{time}}, \quad K_i = S_i W_K^{\text{time}}, \quad V_i = S_i W_V^{\text{time}}$$

$$\hat{S}_i = \text{softmax}\left(\frac{Q_i K_i^T}{\sqrt{d_k}} + M\right) V_i,$$

where $W_Q^{\text{time}}, W_K^{\text{time}}, W_V^{\text{time}} \in \mathbb{R}^{d_k \times d_k}$ are learnable matrices, and $M \in \mathbb{R}^{(T+1) \times (T+1)}$ is the temporal mask that enforces the tokens only attend to the preceding time steps. The temporal learning module also consists of alternating multi-head attention blocks and MLP blocks. We input the updated extra tokens, which summarize the spatial-temporal features of the local regions, to the subsequent agent-lane interaction module.

**Agent-Lane Interaction.** The local map structure can indicate the future intent of the central agent. Thus, we incorporate the local map information into the embeddings. We first rotate the local lane segments and the agent-lane relative position vectors at the current time step $T$. The rotated vectors are then encoded by an MLP:

$$z_{\xi} = \phi_{\text{lane}}\left(\left[\hat{R}_i^T \left(p_\xi - p_\xi^0\right), \hat{R}_i^T \left(p_\xi^0 - p_i^T\right), a_\xi\right]\right),$$

where $\phi_{\text{lane}}(\cdot)$ is the MLP encoder for the lane segments, $\hat{R}_i \in \mathbb{R}^{2 \times 2}$ is the rotation matrix of agent $i$’s local region, $p_\xi^0, p_i^T \in \mathbb{R}^2$, and $a_\xi$ are the starting location, the ending location, and the semantic attributes of lane segment $\xi$, respectively. With the central agent’s spatial-temporal features as the query input and the MLP-encoded lane segment features as the key/value inputs, the agent-lane attention is calculated in the same way as described from Eq. (3) to Eq. (7). We further apply another MLP block to obtain the final local embedding $h_i \in \mathbb{R}^{d_h}$ of the central agent $i$.

After sequentially modeling agent-agent interactions, temporal dependencies, and agent-lane interactions, the embeddings have fused rich information related to the central agents of the local regions.

### 3.3.2 Global Interaction Module

We introduce a global interaction module to capture long-range dependencies in the scene. Since local features are extracted in agent-centric coordinate frames, the global interaction module needs to bridge inter-frame geometric relationships when performing message passing among local regions. To this end, we extend the Transformer encoder to be aware of the differences between local coordinate frames. For example, the differences between agent $i$’s and agent $j$’s coordinate frames can be parameterized by $p_i^T - p_j^T$ and $\Delta \theta_{ij}$, where $\Delta \theta_{ij}$ denotes $\theta_j - \theta_i$. When performing message passing from agent $j$ to agent $i$, we use an MLP $\phi_{\text{rel}}(\cdot)$ to obtain the pairwise embedding $e_{ij}$:

$$e_{ij} = \phi_{\text{rel}}\left(\left[\hat{R}_i^T \left(p_j^T - p_i^T\right), \cos(\Delta \theta_{ij}), \sin(\Delta \theta_{ij})\right]\right).$$

The pairwise embedding is then incorporated into the transformation of the vectors, where $h_i$ and $h_j$ are the local embeddings of agent $i$ and agent $j$, and $W_Q^{\text{global}}, W_K^{\text{global}}, W_V^{\text{global}}$ are learnable matrices. To capture pairwise interactions globally, we apply the same spatial attention block as in the local encoder, which is followed by an MLP block that outputs the global representation $h_i$ for any agent $i$.

### 3.3.3 Multimodal Future Decoder

The future motions of traffic agents are inherently multimodal. Thus, we parameterize the distribution of future trajectories as a mixture model where each mixture component is a Laplace distribution. The predictions are made for all agents in a single shot. For each agent $i$ and each component $f$, an MLP receives the local and the global representations as inputs and outputs the location $\mu_{i,f} \in \mathbb{R}^2$ and its associated uncertainty $b_{i,f}^2 \in \mathbb{R}^2$ of the agent per future time step in the local coordinate frame. The output tensor of the regression head has the shape of $[F, N, H, 4]$, where $F$ is the number of mixture components, $N$ is the number of agents in the scene, and $H$ is the number of predicted future time steps. We also use another MLP followed by a softmax function to produce the mixing coefficients of the mixture model for each agent, which have the shape of $[N, F]$.

### 3.4 Training

We employ the variety loss [23, 45] to encourage the diversity of multiple trajectory hypotheses, which optimizes only the best of the $F$ predictions during training. Before optimization, we first calculate the errors between the ground-truth locations and the locations of the $F$ mixture components predicted by the model for each agent and each time step. Then, we sum up the errors across all future time steps to obtain a matrix of shape $[F, N]$, according to which we select the trajectory with minimum error for each agent, i.e., finding the minimum value of each column in the error matrix. The final loss function comprises the regression loss $L_{\text{reg}}$ and the classification loss $L_{\text{cls}}$ with equal weights:

$$L = L_{\text{reg}} + L_{\text{cls}},$$
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We adopt the negative log-likelihood as the regression loss:

\[
\mathcal{L}_{\text{reg}} = -\frac{1}{N \cdot H} \sum_{i=1}^{N} \sum_{t=T}^{T+H} \log P \left( \mathbf{R}_i^T \left( \mathbf{p}_i^t - \mathbf{p}_i^T \right) \mid \hat{\mathbf{p}}_i^T, \mathbf{b}_i^T \right),
\]

where \( P(\cdot \mid \cdot) \) is the probability density function of Laplace distribution, and \( \{\hat{\mathbf{p}}_i^t\}_{t=T}^{T+H}, \{\mathbf{b}_i^t\}_{t=T}^{T+H} \) are the locations and the uncertainties of the best-predicted trajectory for agent \( i \). We use the cross-entropy loss as the classification loss to optimize the mixing coefficients.

4. Experiments

4.1. Experimental Setup

**Dataset.** We evaluate our prediction framework on the large-scale Argoverse motion forecasting dataset [10], which provides the trajectories of agents and the high-definition map data. The dataset contains 323557 real-world driving scenarios and is split into training, validation, and test sets, with 205942, 39472, and 78143 samples. All training and validation scenarios are 5-second sequences sampled at 10 Hz, while only the first 2-second trajectories are publicly available in the test set. Given the initial 2-second observations, the Argoverse Motion Forecasting Challenge requires predicting the 3-second future movements of the agents.

**Metrics.** We evaluate our model on the standard metrics for motion prediction, including minimum Average Displacement Error (minADE), minimum Final Displacement Error (minFDE), and Miss Rate (MR). These metrics allow models to forecast up to 6 trajectories for each agent. The metric minADE measures the \( \ell_2 \) distance in meters between the best-predicted trajectory and the ground-truth trajectory averaged over all future time steps, while minFDE measures the error at the final future time step. The best-predicted trajectory is defined as the one that has the minimum endpoint error. MR refers to the ratio of scenarios where the distance between the ground-truth endpoint and the best-predicted endpoint is above 2.0 meters.

**Implementation Details.** We train our model for 64 epochs on an RTX 2080 Ti GPU using AdamW optimizer [35], with the batch size, initial learning rate, weight decay, and dropout rate set to 32, \( 3 \times 10^{-4}, 1 \times 10^{-4} \), and 0.1, respectively. The learning rate is decayed using the cosine annealing scheduler [34]. Our model consists of 1 layer of agent-agent and agent-lane interaction module, 4 layers of temporal learning module, and 3 layers of global interaction module. The number of heads in all multi-head attention blocks is 8. The radius of all local regions is 50 meters. We follow the convention in the baselines and set the number of the predicted modes \( F \) to 6. We do not use tricks such as ensemble methods and data augmentation. We conduct experiments based on a small model with 64 hidden units and a large model with 128 hidden units, termed as HiVT-64 and HiVT-128, respectively.

4.2. Ablation Studies

We conduct ablation studies on the Argoverse validation set. Unless specified, experimental results are based on our 64-dimension model HiVT-64.

**Importance of Each Module.** We demonstrate each module’s contribution to the prediction performance by alternately removing one of the components. As shown in Tab. 1, each component can improve the performance to a certain degree. First, without the agent-agent interaction module, the model cannot capture fine-grained local interactions at previous time steps and suffers from performance drop. We also note that adding more layers of this module can further improve the performance, but we keep using one layer for higher efficiency. Second, the temporal learning module has the most significant impact on the performance since inferring the future motions of traffic agents in highly dynamic traffic scenarios relies heavily on the historical information. Third, the lane information plays a crucial role in motion predictions since traffic agents usually move along the lanes due to the constraint of traffic rules. Moreover, the global interaction module can noticeably improve the prediction performance. This result validates its capacity for capturing long-range dependencies.

### Ablation Studies on the Attention Blocks

We evaluate the effect of the gated update function in the spatial attention block and the temporal mask in the temporal attention block. As shown in Tab. 2, using the gating function can improve the prediction performance, presumably because some agents do not interact much with the environment. The results in Tab. 2 also show that removing the temporal mask in the temporal attention block can lead to worse performance, which suggests that preventing tokens from attending to subsequent time steps is beneficial to the model.

<table>
<thead>
<tr>
<th>A-A</th>
<th>Temporal</th>
<th>A-L</th>
<th>Global</th>
<th>minADE</th>
<th>minFDE</th>
<th>MR</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.71</td>
<td>1.07</td>
<td>0.11</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>1.00</td>
<td>1.56</td>
<td>0.21</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.77</td>
<td>1.25</td>
<td>0.14</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.73</td>
<td>1.13</td>
<td>0.12</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>0.69</td>
<td>1.04</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 1. Ablation studies on the components of our framework.

<table>
<thead>
<tr>
<th>Gated Update</th>
<th>Temporal Mask</th>
<th>minADE</th>
<th>minFDE</th>
<th>MR</th>
</tr>
</thead>
<tbody>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.70</td>
<td>1.07</td>
<td>0.11</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.70</td>
<td>1.05</td>
<td>0.11</td>
</tr>
<tr>
<td>✓</td>
<td>✓</td>
<td>0.69</td>
<td>1.04</td>
<td>0.10</td>
</tr>
</tbody>
</table>

Table 2. Ablation studies on the attention blocks.
### Importance of Translation and Rotation Invariance

We measure the importance of translation and rotation invariance quantitatively. In the ablation studies, we first represent the scene as a point set and normalize the coordinates according to the autonomous vehicle’s position and heading at the current time step. This representation is scene-centric and is not invariant to the translation of the scene. We further replace the rotation-invariant cross-attention blocks in the spatial learning modules with their non-invariant counterparts. As shown in the first row of Tab. 3, learning under a scene-centric representation cannot produce reliable prediction results. The results in Tab. 3 also show that employing our proposed translation-invariant representation and rotation-invariant spatial learning modules can notably improve the prediction performance, which suggests that the geometric priors can ease the learning difficulty of models. Interestingly, although the model size of HiVT-128 is nearly three times larger than HiVT-64 (see Tab. 4), without the inductive bias of rotation invariance, HiVT-128 cannot outperform HiVT-64. This phenomenon shows the importance of symmetries to parameter efficiency.

We further demonstrate the data efficiency and the robustness that benefited from rotation invariance. We train HiVT-64 with and without the inductive bias of rotation invariance using 5%, 10%, 20%, 50%, and 100% of the training data and evaluate the performance on the validation set. As shown in Fig. 2 (a), the rotation-invariant model requires fewer training data to achieve similar performance to its non-invariant counterpart. In Fig. 2 (b), we show that our proposed spatial learning module is robust to the rotation of the scene, while the prediction performance of its counterpart is severely affected by the rotation angle.

### 4.3. Results

**Comparison with State-of-the-art.** We compare our method with the state-of-the-art models on the Argoverse test set. The results in Tab. 4 were collected from the Argoverse leaderboard [1] on 16/11/2021. HOME+GOHOME [18, 19] is the only rasterized method in the table, and it uses much more parameters than most vectorized methods but does not perform well on the metrics except MR. Using 82.1%, 74.6%, and 40.0% fewer parameters, HiVT-64 significantly outperforms LaneGCN [31], mmTransformer [32], and DenseTNT [22] on the metrics of minADE and minFDE. Compared with Scene Transformer [38] and MultiModalTransformer [28], which are two Transformer-based motion prediction models proposed
Table 5. The inference speed and the prediction performance of models on the Argoverse validation set. Symbol ‘r’ denotes the radius of the local regions in meters of our models.

recently, HiVT-64 uses 95.7% and 89.5% fewer parameters but still achieves on par or better performance. With 83.5% and 60.0% fewer parameters than Scene Transformer and MultiModalTransformer, HiVT-128 outperforms all methods shown in Tab. 4 in terms of minADE and minFDE. The above results show the superior prediction performance and parameter efficiency of our approach. Our method ranked 1st in terms of minADE on 16/11/2021 and remains competitive ranking on the Argoverse leaderboard.

**Inference Speed.** We compare the inference speed of models on the Argoverse validation set using an RTX 2080 Ti GPU and a batch size of 32. Such a batch size is close to the average number of agents per scene. As shown in Tab. 5, all variants of our model have faster inference speed than the baselines, and the prediction accuracy of the full model surpasses the baselines when the radius of the local regions is no less than 20 meters. Although in Tab. 5 we assume that multiple forward passes are needed for multi-agent predictions and show the inference speed when the batch size is 32, our approach can actually make accurate predictions for all agents using a single forward pass due to the symmetric designs. When the batch size is one and the radius is 50 meters, the average inference speed of HiVT-128 is around 20 ms, which satisfies the real-time requirement.

From Tab. 5 we can see that adding the global interaction module introduces negligible computational cost but substantially improves the prediction performance. This result validates the effectiveness of the global interaction module. We also vary the radius of the local regions to obtain models with different computational complexity. Table 5 shows that reducing the radius can speed up the inference of the overall model, and using a much larger radius of 80 meters suffers from slower inference but does not help the performance. Our local-global architecture allows the practitioners to choose the appropriate size of local regions based on the requirement for prediction accuracy and the constraint of computing resources.

**Qualitative Results.** We present the qualitative results of HiVT-128 on the Argoverse validation set. For clarity, we visualize only two agents per scene. As shown in Fig. 3, our model can make accurate, multimodal, and reasonable predictions for multiple agents simultaneously in complex traffic scenarios. Interestingly, although the dataset does not contain information about the traffic light state, the upper-left example shows that our model successfully predicts the sudden acceleration of vehicles at an intersection.

**5. Conclusion**

In this paper, we propose a novel framework for multi-agent motion prediction, which hierarchically models the interactions between vectorized entities through local context extraction and global interaction modeling. Built upon this framework, we present a translation-invariant scene representation and a rotation-invariant transformer architecture for learning. The symmetric designs can noticeably improve the model’s prediction accuracy, data efficiency, and parameter efficiency. Experiments show that our approach achieves the state-of-the-art performance on the Argoverse motion forecasting benchmark with much fewer model parameters and faster inference speed than existing solutions.
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