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Abstract

We introduce A100 (Aesthetic 100) to assess the aesthetic ability of the fashion compatibility models. To date, it is the first work to address the AI model’s aesthetic ability with detailed characterization based on the professional fashion domain knowledge. A100 has several desirable characteristics: 1. Completeness. It covers all types of standards in the fashion aesthetic system through two tests, namely LAT (Liberalism Aesthetic Test) and AAT (Academicism Aesthetic Test); 2. Reliability. It is training data agnostic and consistent with major indicators. It provides a fair and objective judgment for model comparison. 3. Explainability. Better than all previous indicators, the A100 further identifies essential characteristics of fashion aesthetics, thus showing the model’s performance on more fine-grained dimensions, such as Color, Balance, Material, etc. Experimental results prove the advance of the A100 in the aforementioned aspects. All data can be found at https://github.com/AemikaChow/AiDLab-fAshIon-Data.

1. Introduction

Fashion compatibility learning is a task to measure the compatibility among a set of fashion items [2, 3, 11, 12, 18, 28, 30, 31]. Utilizing the aesthetic ability of these methods for cross-selling is the most common strategy for online retailers. Naturally, a good indicator of a model’s aesthetic ability is vital for both method improvement and real-world fashion applications. Current practices to evaluate the fashion compatibility models most focus on retrieving or ranking performance such as Recall [8], mAP [15], MRR [17], etc. AUC [26] is the commonly adopted metric to evaluate the compatibility classification accuracy. FITB (Fill-in-the-black) accuracy [9] is introduced to evaluate fashion recommendation methods. However, none of the existing indicators focus on reflecting the model’s aesthetic ability [21,32].
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luxury fashion, i.e., is pre-defined and then exerts a substantial influence to lead the public to accept it. Furthermore, we argue that there are three considerations to examine when designing the evaluation protocol: 1. **Completeness.** A relatively objective consensus to serve as the basis of reference is essential to the quantitative assessment, while the systematic standard is key to a comprehensive evaluation. 2. **Practicality.** It refers to choosing a feasible way to perform the evaluation. 3. **Reliability.** The content of the evaluation should be professional and reliable.

To this end, as shown in Figure 1, unlike previous evaluations only focused on overall performance, we propose **A100** (Aesthetic 100), with a more comprehensive evaluation. Specifically, we introduce two tests with multiple-choice questions, namely **LAT** (Liberalism Aesthetic Test) and **AAT** (Academicism Aesthetic Test), to cover Bottom-up and Top-down standards in the fashion aesthetic system. The LAT represents the aesthetic standard of Bottom-up. The source images are collected from mainstream outfit datasets [9, 23, 25]. The questions are automatically generated following the proposed Outfit Generation Principle and then manually verified by experts with a fashion background. We ensure that, for each question, there has already formed a collective consensus in a small group of people, i.e., has only one correct answer. Finally, we build a website and release the LAT to the fashion community for obtaining the ground truth. It is worth noting that the answers of each participant are not the same. Thus, the LAT has two scores: 1. **LATs** (LAT score). The hard score follows the majority, i.e., the most selected choice of each question will be scoring 1 and others are 0. 2. **mLATs** (mean LATs). The soft score considers the minority, i.e., the score of each choice equals the probability of it being selected.

In addition, AAT represents the aesthetic standard of Top-down. The creation of the AAT has significant highly professional requirements, and thus we introduce the domain power from the fashion community (all participating designers will be claimed in the acknowledgment). After detailed investigation and discussion, we conclude six dimensions that should be examined when judging the aesthetic ability of the model, including Color, Style, Occasion, Season, Material, and Balance. Then, the questions and choices in the AAT are rigorously designed following these dimensions and their sub-dimensions. Each question is limited to focusing on testing the model’s performance from only one dimension. This strategy enables A100 to uniquely show the characteristic performance of the model on a fine-grained level in addition to the overall performance. The accuracy is denoted as **AATs** (AAT score), while the accuracy of each dimension set is called detailed index, e.g., Color Index, Style Index, Occasion Index, etc. We perform analysis across quantitative and qualitative results to demonstrate that our evaluations are more reliable than the previous indicators. Meanwhile, we present the results showing the explainability of the proposed protocol. The main contributions are summarized as the following:

- We do the first work to evaluate fashion compatibility quality based on the professional fashion domain knowledge.
- We introduce A100 covering systematic aesthetic standards, which can provide characteristical performance in addition to overall performance.
- We demonstrate the reliability and explainability of the new evaluations through experiments.

### 2. Related Work

#### 2.1. Fashion Compatibility Evaluation

There are a total of 14 indicators adopted in previous works. **AUC** [26] is the most popular indicator which evaluates the item-item recommendation based on the compatibility score. Similar to AUC, **mAP** [15] and **NDCG** [13] are indicators of ranked retrieval while **Recall** [8] reflects items that are not in order. In addition, **F1 score** [27], **MRR** [17], and **Lift@K** [22] reflect the ranking performance of a model. **ER** [20] is used to predict the “also-bought” relationship in the Amazon dataset [20]. **Agreeable** [26] is to measure how agreeable the recommendation algorithm’s results are across solid and patterned queries. The N-best accuracy [14] represents the rate of recommending the right top/bottom with N recommendations given a test bottom/top set. The Similarity evaluation [14] is the average similarity between the recommended clothing and the held-out paired clothing. **FITB accuracy** [9] was introduced to evaluate fashion recommendation methods. All in all, we summarize that most of the previous indicators focus on either the recommending or the retrieval performance of the fashion compatibility models. Details can be found in the supplementary material Section 1.

#### 2.2. Fill-In-The-Blank Test

We briefly review the FITB tests used in previous fashion compatibility modeling works. Maryland dataset is the first public outfit dataset which was proposed in 2017 by Han et al. [9]. There is a total of 3,076 outfits collected from Polyvore for testing. For each outfit, three wrong FITB choices are selected randomly from all remaining products. Vasileva et al. [25] introduced FITB test set with 10,000 questions. The incorrect choices in each question of this FITB task are sampled from the items having the same category as the correct choice. **Polyvore-U** [19] is an outfit dataset containing user information, which also uses FITB tests for evaluation. **iFashion dataset** has 1.01 million outfits created by Taobao’s fashion experts [1]. For obtaining
the FITB accuracy, they split 10% data as the test set. For each masked item, they randomly select three items from other outfits along with the ground truth item to obtain a multiple-choice set. Previous FITB test sets still have problems in terms of 1. Completeness. The aesthetic standard contained in these FITB tests lacks uniformity. All of those outfit datasets are contributed by different online users. The outfit is “compatible” or not, and the “correct” answer for each question most likely does not reach the consensus. Meanwhile, the aesthetic standards contained in these FITB tests are not systematic enough. 2. Reliability. The quality of these FITB questions is questionable. The way to obtain the choice set is to randomly select several fashion items from the rest data according to the same category [25] or not [9]. The problem is that one cannot ensure the randomly selected items are not correct. The randomly selected items may also be compatible or even more compatible than the ground truth item. Details can be found in the supplementary material Section 2.

3. A100 Evaluation Protocol

In this section, we introduce the details of how to build the A100. Before that, for better demonstration, we provide background knowledge in our task.

3.1. Domain Background

Principles to construct a valid outfit. We summarize the general categories of fashion items and provide the details in Table 1. As a complete outfit, there needs a pair of shoes and clothing items that at least cover the whole body (as shown in Figure 2(a), e.g., top and bottom, one-piece, etc.) The optional items include bags and accessories (Figure 2(b)). Note that Tops, Skirts, Pants, Outwear, Dresses, and Jumpsuits are collectively called clothing. Earrings, Necklaces, Rings, Bracelets, Watches, Hats, Eyewear, Gloves, Legwear, Neckwear, Hair wear, and Brooch are collectively called accessories. Clothing and shoes are affirmatively needed items. There should be only one pair of shoes in an outfit. Skirts, Pants, Dresses, and Jumpsuits are mutually exclusive. Situations like layer (Figure 2(c)) and particular way to do mix and match (Figure 2(d)) are not taken into consideration because it lacks universality. Each outfit can only contain one item from each clothing-sub category. Bags and accessories are not necessary for a complete look. There is only one bag in an outfit (without considering the particular situation like Figure 2(e)). Similarly, only one of each accessories sub-item can exist in each outfit. Meanwhile, since the length of an outfit will not have more than 8 in practice [16], we set the number of fashion items in each question within the range of [1, 7]. Unlike the previous FITB tests, we have five items in each choice set instead of four. We find that five choices balance the test complexity and the workload to create these questions.

<table>
<thead>
<tr>
<th>Category</th>
<th>Cleaned-M</th>
<th>Cleaned-T</th>
<th>Cleaned-F</th>
<th>Mytheresa</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tops</td>
<td>19,397</td>
<td>26,528</td>
<td>9,537</td>
<td>1,405</td>
</tr>
<tr>
<td>Skirts</td>
<td>5,307</td>
<td>8,592</td>
<td>4,102</td>
<td>527</td>
</tr>
<tr>
<td>Pants</td>
<td>8,957</td>
<td>12,653</td>
<td>4,703</td>
<td>833</td>
</tr>
<tr>
<td>Outwear</td>
<td>10,169</td>
<td>14,172</td>
<td>2,368</td>
<td>961</td>
</tr>
<tr>
<td>Dresses</td>
<td>7,480</td>
<td>12,649</td>
<td>2,607</td>
<td>1,922</td>
</tr>
<tr>
<td>Jumpsuits</td>
<td>296</td>
<td>820</td>
<td>5</td>
<td>154</td>
</tr>
<tr>
<td>Shoes</td>
<td>20,135</td>
<td>38,961</td>
<td>0</td>
<td>687</td>
</tr>
<tr>
<td>Bags</td>
<td>21,268</td>
<td>34,882</td>
<td>6</td>
<td>719</td>
</tr>
<tr>
<td>Earrings</td>
<td>5,508</td>
<td>12,450</td>
<td>0</td>
<td>123</td>
</tr>
<tr>
<td>Necklaces</td>
<td>4,664</td>
<td>7,781</td>
<td>0</td>
<td>352</td>
</tr>
<tr>
<td>Rings</td>
<td>3,227</td>
<td>6,265</td>
<td>0</td>
<td>212</td>
</tr>
<tr>
<td>Bracelets</td>
<td>5,189</td>
<td>7,522</td>
<td>0</td>
<td>207</td>
</tr>
<tr>
<td>Watches</td>
<td>2,290</td>
<td>3,505</td>
<td>0</td>
<td>28</td>
</tr>
<tr>
<td>Hats</td>
<td>2,913</td>
<td>5,550</td>
<td>0</td>
<td>196</td>
</tr>
<tr>
<td>Eyewear</td>
<td>6,685</td>
<td>8,990</td>
<td>1</td>
<td>156</td>
</tr>
<tr>
<td>Gloves</td>
<td>386</td>
<td>723</td>
<td>0</td>
<td>86</td>
</tr>
<tr>
<td>Legwear</td>
<td>202</td>
<td>507</td>
<td>0</td>
<td>155</td>
</tr>
<tr>
<td>Neckwear</td>
<td>1,189</td>
<td>2,778</td>
<td>0</td>
<td>189</td>
</tr>
<tr>
<td>Hair wear</td>
<td>962</td>
<td>1,048</td>
<td>0</td>
<td>52</td>
</tr>
<tr>
<td>Brooch</td>
<td>995</td>
<td>280</td>
<td>0</td>
<td>8</td>
</tr>
</tbody>
</table>

3.2. Liberalism Aesthetic Test (LAT)

Based on all the above insights, we build the Liberalism Aesthetic Test as follows.

Step 1: Obtaining source images. Firstly, we clean three widely-adopted outfit datasets including Maryland Dataset [9], Type-aware Dataset [25], and FashionVC Dataset [23]. (Noted that we ensure all images used in A100 have contained a single fashion product with a clean background, which is consistent with all general outfit datasets. It considers the possible domain shift among different types of images.) These three datasets are directly crawled from the Internet without manual filtering. We first delete the decoration images such as lipsticks, newspapers, flowers, etc. Meanwhile, the images with clutter backgrounds, multiple items, folded clothes, and partial clothing visibility are deleted. Then, we re-organize these fashion items into the 20 categories, which are summarized in Table 1. After careful labeling, we obtained an image pool of fashion items associated with the category labels. Additionally, since those datasets were published a few years ago, to catch up with the trend, we newly collected 8,972 fashion items from Mytheresa. Adding up all datasets, we obtained an image pool with 366,176 fashion items. Then, we target generating a large number of valid outfits.

Step 2: Generating seed outfits. To reduce the influence of personal taste resulting in the data, we propose the Outfit
Select one clothing; The subscript Clothing excepting Outwear; (d) dress with pant (e) multiple bags
(c) using multiple clothes to create layer in mix and match (b) basic fashion outfit show in (a) added optional fashion items
(a) one piece (or top and bottom) with a pair of shoes

Figure 2. Examples of complete outfits.

Generation Principle to generate the outfits automatically. Following the definition of a valid outfit described in Section 3.1, we firstly select shoes, then clothing that can cover the whole body, and finally the items from optional categories. Since we do not consider the exceptional cases, e.g., dress with pants or skirt with pants, the Dress and Jumpsuit can be collectively called as One-piece, the Skirt and Pants can be collectively called as Lower-body. The details of the Outfit Generation Principle can be found in the Algorithm 1.

Step 3: Verifying seed outfits. The obtained seed outfits are valid but not compatible enough. We thus manually verify it with the help of experts. We follow with several coarse to fine steps to avoid bringing bias into the data as much as possible. Specifically, we randomly generated 50,000 compositions as the seed outfits and then invited five experts majoring in fashion to delete incompatible outfits (10,000 for each of them). A total of 12,096 outfits remained. Next, they were asked to rate every remaining outfit with an aesthetic score from 1 to 10, and we chose the top 2,000 outfits.

Step 4: Creating multi-choice questions. To ensure the objectivity of the created question, for those 2,000 outfits, we randomly blanked one item from each outfit to obtain the initial FITB questions. The incorrect choices in each question were sampled from the rest of the same category as the masked item. Then, considering the effectiveness of the FITB test, we ensure there is one and only correct answer in each question. Specifically, we released the 2,000 questions to 10 team members (including five members) and asked them to do the test. The newly joined members reduce the possible bias in the test brought by those previous five members who have seen the questions. We rank

```
Algorithm 1: Generating valid outfits

Data: Shoes S, Bag B, Accessories A, Clothing C, Tops C_t, Lower-body C_sp, Outwear C_o, One-piece C_dj
Result: n complete outfits O

1. i = 1;
2. while i ≤ n do
3.     α = random.randint(2, 8)  # Length of the outfit;
4.     O_i ← O_i ∪ S_{rand(1)}  # The subscript rand(1)
          # denotes random selecting 1 elements from the set;
5.     α = α - 1;
6.     switch α do
7.         case 1 do
8.             O_i ← O_i ∪ (C_dj)_{rand(1)}  # One-piece;
9.         end
10.    case 2 do
11.         c = (C - C_o)_{rand(1)};
12.         O_i ← O_i ∪ c  # Clothing excepting Outwear;
13.         if c ∈ C_t then
14.             O_i ← O_i ∪ (C_sp ∪ C_dj)_{rand(1)};
15.         else if c ∈ C_sp then
16.             O_i ← (C_t)_{rand(1)};
17.         else
18.             O_i ← (C_t ∪ C_o ∪ B ∪ A)_{rand(OP(a-1)};
19.         end
20.    end
21.    otherwise do
22.         c = C_{rand(1)}  # Select one clothing;
23.         O_i ← O_i ∪ c;
24.         if c ∈ C_t then
25.             O_i ← O_i ∪ (C_sp ∪ C_dj)_{rand(1)};
26.             O_i ← O_i ∪ (C_o ∪ B ∪ A)_{rand(OP(a-2)};
          # The subscript randOP(n) denotes
          # random selecting 1 elements from each
          # category (excepting the A) in the set;
27.         end
28.         else if C_{rand(1)} ∈ C_o then
29.             O_i ← O_i ∪ (C_t)_{rand(1)};
30.             O_i ← O_i ∪ (C_o ∪ B ∪ A)_{rand(OP(a-2)};
31.         else
32.             O_i ← O_i ∪ (C_t ∪ C_o ∪ B ∪ A)_{rand(OP(a-1)};
33.         end
34.     end
35.     i = i + 1
36. end
```
Step 5: Obtaining answers from the crowd. Finally, we built a questionnaire website and released the LAT to the fashion community to obtain the ground truth of this test. Then, we defined the LAT score (LATs) as:

$$\text{LATs} = \frac{\delta_{\text{Anw}_{\text{model}(n)}} \cdot \text{Max}(\text{Anw}_{\text{expert}(n)})}{100},$$

where the $\delta_{ij}$ is the Kronecker delta function, the $\text{Anw}_{\text{model}(n)}$ is the answer given by a fashion compatibility model of the $n$-th question. The $\text{Max}(\text{Anw}_{\text{expert}(n)})$ denotes the answer that is most selected by the fashion specialists of the $n$-th question. Additionally, we proposed the mLATs to reflect the deviation of fashion aesthetics among different people. The mLATs can be calculated as:

$$\text{mLATs} = \frac{\text{COUNT}(\text{Anw}_{\text{model}(n)})}{x},$$

where the $\text{COUNT}(\cdot)$ is how many people select the corresponding answer. $x$ refers to, in total, how many people participate in the test.

3.3. Academicism Aesthetic Test (AAT)

Academicism Aesthetic Test is designed in a totally different manner. To deal with the high professional requirements of developing such a test, we worked with 9 fashion designers to a profound extent to obtain the domain knowledge. This test represents the aesthetic standard of “Top-down”. Details to create the AAT are shown as follows.

Step 1: Dimensions of assessment. Detailed investigations and several discussions are made to specify which aspects should be examined when evaluating the model’s aesthetic ability. This work is complicated since there are no standard answers in textbooks. [5, 24, 25] indicates several factors, such as color, style, and material, etc., that will affect outfit compatibility. With these hints, we investigate questions in the Type-aware test set [25]. A detailed analysis of each question is made to conclude which factors resulted in the choice being correct or incorrect. For better demonstration, we visualize one question in Figure 3. We can see that two or more factors cause all incorrect answers. The army-green cotton outwear is not compatible with those above fashion items since 1. Season; this outwear is Winter wear, and the rest should be worn in the Spring. 2. Color; the army green is not compatible with the taro-purple bag. 3. Style; this outwear tends to be casual style while the rest in the question as a whole is of a more elegant style. Then, we summarize that this question relates to the factor of material, style, color, and season. The statistical result is shown in Figure 3. We ignore the factors in the long tail position. After several discussions, as shown in Table 2, we organize the remaining factors and put them into a tree structure with a total of six main dimensions, including Color, Style, Occasion, Season, Material, and Balance. More details can be found in the supplementary material Section 3.

Step 2: Creating outfits with styling ideas. Next, those nine designers were searching for new styling ideas (the images are collected by designers from varied online websites, e.g., SSENSE, respectively) and created a total of 450 outfits (50 per each). Then, the top 100 outfits are selected together with the voting mechanism.

Step 3: Designing choices set accordingly. According to the sub-dimensions defined in Table 2, the examined sub-

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>Sub-Dimensions (Number of sub-dimensions)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>Same Color, Warm Tone, Cool Tone ... (4)</td>
</tr>
<tr>
<td>Style</td>
<td>Street-wear, Modern, Vintage, Sweet ... (8)</td>
</tr>
<tr>
<td>Occasion</td>
<td>Formal, Cocktail, Smart Casual, Casual ... (5)</td>
</tr>
<tr>
<td>Season</td>
<td>Spring, Summer, Autumn, Winter (4)</td>
</tr>
<tr>
<td>Material</td>
<td>Element, Pattern, Texture (3)</td>
</tr>
<tr>
<td>Balance</td>
<td>Silhouette, Simple &amp; Complicated, Proportion (3)</td>
</tr>
</tbody>
</table>
Table 3. Evaluation results of different methods that be evaluated on the Maryland FITB test set [9], Polyvore-630 FITB test set [19], Type-aware FITB test set [25], LAT, and AAT, respectively. Noted that 1. we directly use the released model of CSN; 2. We retrained Bi-LSTMs, FHN, and SCE-Net according to their released code.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Training data</th>
<th>Maryland FITB acc</th>
<th>Polyvore-630 FITB acc</th>
<th>Type-aware FITB acc</th>
<th>LATs</th>
<th>mLATs</th>
<th>AATs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bi-LSTMs [9]</td>
<td>Maryland [9]</td>
<td>53.50%</td>
<td>41.68%</td>
<td>37.46%</td>
<td>36%</td>
<td>30.82%</td>
<td>35%</td>
</tr>
<tr>
<td>FHN [19]</td>
<td>Polyvore-630 [19]</td>
<td>46.20%</td>
<td>53.13%</td>
<td>45.80%</td>
<td>54%</td>
<td>41.62%</td>
<td>40%</td>
</tr>
<tr>
<td>SCE-Net [24]</td>
<td>UT-Zappos50k [29]</td>
<td>51.30%</td>
<td>42.92%</td>
<td>51.53%</td>
<td>72%</td>
<td>54.63%</td>
<td>42%</td>
</tr>
<tr>
<td>CSN [25]</td>
<td>Type-aware [25]</td>
<td>54.97%</td>
<td>47.07%</td>
<td>57.69%</td>
<td>73%</td>
<td>56.17%</td>
<td>59%</td>
</tr>
</tbody>
</table>

dimension of each question is planned in advance. For example, Q1 to Q20 is set to evaluate the model’s performance from the dimension of Color. Among them, Q1 - Q5 is for Same Color, Q6 - Q10 is for Warm Tone, Q11 - Q15 is for Cool Tone, and Q16 - Q20 is for Contrast Color. This strategy enables to reveal of the characteristic performance of the compatibility model intuitively. The accuracy on the Color set is then defined as the Color Index. Similarly, the accuracy on the Style set is called the Style Index. Noted that the ratio of each dimension is taking both balance and importance into consideration. Additionally, when creating the incorrect answers, we ensure two things: 1. There is one and only correct answer to this question. 2. The incorrect answer is wrong only because of the pre-defined factor. Specifically, as shown in Figure 4, the correct answer for the above question is “the third one” since the color of this camisole is matched with the rest of this outfit composition. We can see that except for the color, which is different, the incorrect answers are totally the same as the correct answer in any dimension. Such a way also ensures that our evaluation can clearly indicate the shortcomings of the model. The accuracy of AAT is recorded as the AAT score (AATs).

4. Analysis

In this section, we demonstrate the characteristics of A100 via quantitative and qualitative results. Firstly, we elaborate the Reliability of A100 from two perspectives: Is the evaluation accurate? Furthermore, is this indicator objective? Secondly, we present detailed examples to show the Explainability of the A100.

4.1. Analysis of Reliability

In this subsection, we aim to elaborate on the Reliability of A100. We firstly examine the accuracy of A100 on evaluating the performance of models. Specifically, we compare the performance of four mainstream fashion compatibility approaches including Bi-LSTMs [9], FHN [19], SCE-Net [24], and CSN [25]. The quantitative results on three widely-used FITB test sets, i.e., Maryland FITB test set, Polyvore-630 FITB test set, Type-aware FITB test set, are reported. It is worth noting that the voting mechanism will be adopted for judgment when the performance of models reflected by these three test sets has conflicts. The results of this perceptual experiment are not quite a benchmark. We emphasize that all models use the default settings and parameters according to the original papers for two reasons: 1. fairness (regarding them as off-the-shelf models); 2. their input data requirements and training conditions are not the same. From Table 3, it can draw a conclusion that the order of those four methods (from high to low) will be CSN, SEC-Net, FHN, and Bi-LSTMs. A100 reflects the consistent evaluation results with this conclusion which indicates it can assess the performance of different compatibility models accurately.

Additionally, as indicated in the second column of Table 3, Bi-LSTMs, FHN, SCE-Net, and CSN are trained on different datasets. Therefore they suffer risks to overfit their training data. For example, Bi-LSTMs achieve the competitive performance among these methods on the Maryland test set, i.e., only lower than CSN. Testing on these dataset would be a severe problem of model generalization and transfer learning knowledge, i.e. Bi-LSTMs, FHN, and CSN perform better than other baselines when evaluating their testing domain. It leads to a biased or even false-positive judgment of performance comparison. We thus repeated the experiments on POG [1], a non-Polyvore dataset, and made the same conclusion (Bi-LSTMs: 47.21% < FHN: 54.13% < SCE-Net: 57.27% < CSN: 66.65%), including NGNN, and CAS-Net, which also demonstrate the reliability of A100. We also test the model trained on the same dataset, i.e., NGNN [4] trained on Maryland such as Bi-LSTMs. The evaluation results of NGNN and Bi-LSTMs are Maryland FITB acc: 50.68% < 53.50%; LATs: 33% < 36%, mLATs: 29.88% < 30.82%, AATs: 30% < 35%. It can see that A100 is effective as an standalone protocol.

To further verify the objectivity of A100, we conduct a comparative experiment. Specifically, we retrain the CSN model with suggested experimental settings on the same training data and observe the optimal training steps from 3 validation losses: 1. loss of original validation data, 2. LAT, and 3. AAT of A100 data. Thus, we have three checkpoints of the model (as marked in Figure 5) to compare in multiple widely-used testing datasets. Better choices should be superior in most testing tasks and suggest greater generalization. We present the training and validation loss per epoch in Figure 5 (a). The blue circles on the green, yellow, red curves
in Figure 5 (a) indicates that the early stopping points of using these three validation tests are epoch 1, epoch 4, and epoch 8, respectively. (Noted that the strategy to select the stop points are the same and be consistent in original paper.) Models saved at these checkpoints are Type-aware validated models, LAT validated models, and AAT validated models. We evaluate these three models and report the quantitative results in Table 4. This table shows that, although the Type-aware validated model achieves the highest performance on Type-aware FITB accuracy, this model is consistently weak on all rest indicators. It shows that A100 can help to find a model with more generalized performance. We conducted the same experiment using SCE-Net, i.e., trained on UT-Zappos50k dataset and validated on UT-Zappos50k, LAT, and AAT. The results show the same patterns. As shown in Table 4, the results of two models validated by A100 show consistently higher performance on all indicators.

### 4.2. Analysis of Explainability

To demonstrate the Explainability of the A100, we further report the results on detailed indexes of Bi-LSTMs, FHN, SCE-Net, and CSN in Table 5. As introduced in Section 3.3, the design methodology of the AAT enables the A100 to reveal the aesthetic ability performance of a model on fine-grained aspects. Specifically, the 100 questions were divided into six groups which are Color, Style, Occasion, Season, Material, and Balance. There are 20, 32, 15, 12, 12, 9 questions in each group, respectively. This considers the balance of sub-dimensions. For the detailed sub-dimensions of each aspect, please check the supplementary material Section 3. From Table 5, we can find some interesting insights: 1. The main factor that the CSN achieves higher results is its outstanding performance on the dimension of Color, i.e., CSN has a score of 0.85, while Bi-LSTMs and FHN only have 0.30 and 0.50 in this fine-grained aspect. 2. Even the overall performance is lower than the CSN, the results show that FHN has a better understanding of Occasion, i.e., its Occasion Index 0.60 is higher than that of the CSN 0.53 and the SCE-Net 0.33. This is mainly because that the user’s information is more related to the dimension of Occasion causes resulting in the model achieving better performance on this aspect. 3. Similarly, FHN has the lowest score (only has 0.22) in Style Index among those three. It is possible since the involved varied users’ information expands the influence of different personal tastes, which confuses to a certain extent of the model on understanding Style. In addition, we can see that, although the constraints between FHN and SCE-Net are much narrowed on AATs, FHN enjoys significant advantages on Occasions and Season Indexes while SCE-Net performs well on Color Indexes and Style Indexes. The characteristic performance of A100 can provide a more comprehensive perspective for model’s evaluation. 4. Bi-LSTMs achieves 0.11 in Balance Index. The questions in the Balance group are mainly focused on examining the Silhouette, Simple & Complicated, and Proportion. This result indicates that Bi-LSTMs are less sensible to the shape of fashion items.

In addition to the quantitative results, we present the qualitative results in Figure 6 for further demonstration. Color is adopted as an example for easy understanding. More detailed cases will be presented in the supplementary material Section 4. The Color dimension is divided into four sub-dimensions: Same Color, Warm Tone, Cool Tone, and Contrast Color. When we check the detailed results of those three models on the group of Color, we find that: 1. Bi-LSTMs shows a weak ability on color matching. As shown in Figure 6 (a), the green boots selected by Bi-LSTMs is unreasonable conditioned on the colors of these items included in the question. 2. On the contrary, CSN has a consistently good performance on the group of Color. All the wrong answers which were chosen among those 20 questions belong to the group of Contrast Color. Similarly, SCE-Net obtains 0.75 in Color Index, and the four wrong questions also belong to the Contrast Color. We show an example in Figure 6 (b). The army green boots is most suitable among the choices set since it creates an interesting color composition with the Bordeaux red in dress, bags, and earrings while being echo to the color of the sunglasses at the same time. 3. FHN has relatively mediocre performance on this dimension with scoring 0.5 in the Color Index. Specifically, it obtains 4 points on Warm Tone questions while 2 points on Same Color, Cool Tone, and Contrast Color, respectively.

The color performance of those methods on the LAT proves the obtained insights above. As shown in Figure 6 (c), we can see that Bi-LSTMs consistently show the bold taste on color matching while CSN still has good performance on the dimension of Color. In particular, when we observe how many people select each choice, it further proves the insights reflected by the AAT. In terms of the first question, Bi-LSTMs selects the answer with 4% participants agreeing with it while the agreeable ratio of the choice that CSN picked is over 75%. For the second question, Bi-
Table 4. The early stopping of CSN [25], and models retrained on UT-Zappos50k dataset are followed the method of SCE-Net [24].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Type-aware [25]</td>
<td>Type-aware validated</td>
<td>56.17%</td>
<td>42.12%</td>
<td>55.5%</td>
<td>71%</td>
<td>54.8%</td>
<td>57%</td>
</tr>
<tr>
<td></td>
<td>LAT validated</td>
<td>57.41%</td>
<td>46.42%</td>
<td>52.0%</td>
<td>76%</td>
<td>57.6%</td>
<td>58%</td>
</tr>
<tr>
<td></td>
<td>AAT validated</td>
<td>56.93%</td>
<td>44.31%</td>
<td>53.6%</td>
<td>69%</td>
<td>52.7%</td>
<td>64%</td>
</tr>
<tr>
<td>UT-Zappos50k [24]</td>
<td>Zappos validated</td>
<td>51.21%</td>
<td>41.44%</td>
<td>49.5%</td>
<td>71%</td>
<td>54.1%</td>
<td>42%</td>
</tr>
<tr>
<td></td>
<td>LAT validated</td>
<td>52.11%</td>
<td>42.64%</td>
<td>51.6%</td>
<td>75%</td>
<td>59.4%</td>
<td>49%</td>
</tr>
<tr>
<td></td>
<td>AAT validated</td>
<td>53.84%</td>
<td>43.87%</td>
<td>55.4%</td>
<td>79%</td>
<td>63.1%</td>
<td>52%</td>
</tr>
</tbody>
</table>

Table 5. Results of Bi-LSTMs [9], FHN [19], SCE-Net [24], and CSN [25] evaluated on the AAT. Indexes refer to the performance on the specific dimensions in aesthetic ability evaluation. Q1 - Q20 is the group of Color, Q21 - Q52 is the group of Style, Q53 - Q67 is the group of Occasion, Q68 - Q79 is the group of the Season, Q80 - Q91 is the group of Material, and Q92 - Q100 is the group of Balance. The number is calculated as the correct questions divided by the total number of questions in this group. e.g. for Color Index computation, it will be the number of correct questions divided by 20.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Color</td>
<td>0.30</td>
<td>0.50</td>
<td>0.75</td>
<td>0.85</td>
</tr>
<tr>
<td>Style</td>
<td>0.34</td>
<td>0.22</td>
<td>0.28</td>
<td>0.50</td>
</tr>
<tr>
<td>Occasion</td>
<td>0.40</td>
<td>0.60</td>
<td>0.33</td>
<td>0.53</td>
</tr>
<tr>
<td>Season</td>
<td>0.50</td>
<td>0.42</td>
<td>0.33</td>
<td>0.58</td>
</tr>
<tr>
<td>Material</td>
<td>0.42</td>
<td>0.50</td>
<td>0.50</td>
<td>0.50</td>
</tr>
<tr>
<td>Balance</td>
<td>0.11</td>
<td>0.33</td>
<td>0.33</td>
<td>0.56</td>
</tr>
<tr>
<td>AATs</td>
<td>0.35</td>
<td>0.40</td>
<td>0.42</td>
<td>0.59</td>
</tr>
</tbody>
</table>

5. Limitations

Number of questions. The main challenge of scalability is that for LAT, the concentration of human beings is limited; for AAT, nine well-established designers need to spend lots of time working together under the voting mechanism to reduce personal preference. We will keep updating it under current principles.

Scope of the evaluations. The new evaluations only focus on the compatibility among a set of fashion items. In other words, the factors related to personal information such as body figure, skin color, or users’ preference are not in the scope of this work. Meanwhile, as shown in Figure 2 (c) (d) (e), there are many ways to do mix and match, which causes styling to be an amusing and creative thing. To reduce the complexity, we did not consider particular ways. Additionally, the aesthetic criteria adopted in these evaluations follow the most common cognitive, which only assesses the basic level of aesthetic ability. The creativity and artistic sense of human is unmeasurable.

6. Conclusion

We introduce A100 for fashion compatibility model evaluation. It provides that fine-grained indexes can further reveal the insufficient aspects of the models. Incorporating these evaluations in the performance analysis can provide better insights for model improvement. The extensive analysis demonstrates the effectiveness of A100. We hope that the new aesthetic perception indicators can benefit the designation of the modern fashion intelligence system and inspire practical applications towards real fashion AI.
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