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Overview
This supplementary file provides details and results in addition to the main manuscript. Furthermore, codes and dataset
are available at https://github.com/ozgurkara99/ISNAS-DIP.

1 Deep Image Prior
In deep image prior, the network fθ is enforced to map the noise z to the uncorrupted version of the corrupted image
x0 by minimizing the following objective functions with respect to θ depending on the task of interest, and stopping the
optimization at a pre-determined iteration point to prevent overfitting. We follow DIP [1] and optimize the following
objectives:

Ldenoising(θ) = ||fθ(z)− x0||2 (1)

Linpainting(θ) = ||(fθ(z)− x0)⊗M ||2 (2)

Lsuperresolution(θ) = ||D(fθ(z))− x0||2 (3)

where D(·) denotes the downsampling operator, ⊗ denotes pixel-wise multiplication, and M denotes the mask for in-
painting.

2 Exponential Averaging
Inspired by DIP [1], we take the average of the reconstructed predictions xt as our final image. Unlike DIP [1] and
NAS-DIP [2], we did the averaging not only for image denoising but also for other tasks as well since we saw that it
substantially improves the quality in all tasks. Note that we used exponential averaging for all approaches, i.e. DIP [1],
NAS-DIP [2] and ISNAS-DIP. It is formulated as follows:

x∗ = γ(T−1) · x1 +
T∑
t=2

xt · γT−t · (1− γ) (4)

where x∗ denotes the final result, T denotes the total iteration number, xt denotes the restored output at tth iteration, and
γ is selected to be 0.99.
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