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In this supplementary document, we provide additional
materials to supplement our main submission. Specifically,
in Sec.1, we further provide more analysis of multiple mo-
tion field prediction strategy. Sec.2 additionally provides
more details of the encoder network and decoder network
in the proposed method. Sec.3 gives more visual results on
the proposed real-world dataset BS-RSC and synthesized
dataset Fastec-RS [2] to demonstrate the effectiveness of
the proposed method.

1. Analysis of Multiple Motion Fields Strategy

We provide an ablation study of the number of the mo-
tion fields used by our model in our main paper, and mul-
tiple motion fields can improve the correction performance.
As aresult, the proposed multiple motion fields strategy can
alleviate the inaccurate estimation problem. The diverse
fields mean that more information can be aggregated dur-
ing the warping process, providing alternative reasonable
motions to alleviate artifacts in the warped frame. Here, we
further did some explorations to validate the generality of
this strategy on the backward warping-based model. Fig. 1
shows the variation of PSNR and diversity (measured by the
standard deviation) w.r.t. the number of motion fields. Ob-
viously, both PSNR and STD grow rapidly when increasing
fields, and then reach the peak at 9 groups, followed by a
slight drop when further increasing the number of motion
fields. This means the diversity of the predicted fields plays
a significant role in the warping process for high-quality
RSC.

2. Network Details

In this section, we present details of the frame-level fea-
ture extraction network and coarse-to-fine decoder network
in Sec. 3.2 in our main submission.

Feature Extraction Network.  The details of the fea-
ture extraction network is shown in Fig. 2(a), which con-
sists of three stages in a pyramid style. Three consecutive
RS frames are fed into the feature extractor, and outputs
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Figure 1. The PSNR and deviation of the motion fields w.r.t. the
groups of motion fields.

multi-scale features corresponding to each RS frame. The
first scale utilize a large convolution kernel 7 X 7 to translate
the image into feature maps, then three residual blocks [1]
are adopted to extract features. As for the second and third
stage, we adopt a convolution layer with stride 2 to down-
sample the feature maps and double the number of the chan-
nels. The extracted multi-scale features are then warped by
the following adaptive warping module.

Decoder Network. Fig. 2(b) illustrates the details of the
decoder network’s architecture, which reconstructs the GS
frame in a coarse-to-fine manner. The multi-resolution cor-
rected GS frames are used to compute the multi-scale loss.
The decoder’s structure is similar to the encoder’s, and three
stages are adopted. For each stage, we first fuse the concate-
nated features of the upsampled features from the previous
stage and the features from the encoder network with a con-
volution layer. Then three residual blocks refine the fea-
tures and output the corrected GS frame at the current scale.
These features are last upsampled by bilinear interpolation
followed by a convolution layer.
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Figure 2. (a) The details of frame-level feature extraction network, which extract multi-scale features from each RS frame. (b) The details
of decoder network. The warped multi-scale features are fed into model and output multiple GS frames with different resolutions.

3. Additional Qualitative Experimental Re-
sults

We present additional experimental results to demon-
strate the excellent performance of the proposed methods
qualitatively. We first provide more visual comparisons on
the synthesized dataset Fastec-RS Fig. 3, where the pro-
posed method shows high competitive performance. As
for the real RS distortions, Fig. 4 and Fig. 5 shows the ex-
perimental results on the proposed real-world RS distorted
dataset BS-RSC. Our model can remove these real distor-
tions better. These experimental results verify the effective-
ness of our model to remove the RS distortions and gen-
erate high-quality potential GS frames. We also provide a
video demo “video_demo.mp4” in the uploaded supplemen-
tary materials to show the visual comparison and temporal
consistency.
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Figure 3. More visual comparisons on the synthesized Fastec-RS dataset.
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Figure 4. More visual comparions on the proposed BS-RSC dataset.
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Figure 5. More visual comparions on the proposed BS-RSC dataset.



