
Appendices
A. Batch normalization calibration

As described in [10], if we want to use the extracted sub-
net from a weight-sharing supernet directly, batch normal-
ization (BN) requires calibration because of inconsistency
between training and testing. At training time, input fea-
tures of BN layers are normalized with mean and variance
of the current mini-batch. While at test time, the global
statics of mean and variance which are the moving average
of corresponding counterpart in training steps are adopted
for batch normalization. We vary the architecture of stu-
dent branch during training, hence the global statics can not
be utilized for any specific sub-net extracted from supernet.
Concretely, after extracting a sub-net, we fix its weight and
only update the global statics in each BN layer with 1000
training steps.

B. ImageNet semi-supervised classification
Following [3]. At training time, we apply random crops

with resize to 224 × 224 pixels and random flips. At test
time, the images are resized to 256 pixels, after which a
224 × 224 center crop is applied. We optimize the loss us-
ing SGD with Nesterov momentum. We use a batch size
of 256, a momentum of 0.9. The learning rate and number
of epochs are selected from {0.01,0.005,0.02,0.05,0.1} and
{30,50,80} according to the performance on local valida-
tion set. The weight decay is not used in this setting.

C. Architectures for classification tasks

Model Params Depth Width
R18 11.7M [2, 2, 2, 2] [64, 64, 128, 256, 512]
R34 21.6M [3, 4, 6, 3] [64, 64, 128, 256, 512]
R50 25.5M [3, 4, 6, 3] [64, 64, 128, 256, 512]
R101 44.7M [3, 4, 23, 3] [64, 64, 128, 256, 512]
Group Params Depth Width
1G∼2G 14.7M [2, 2, 5, 4] [48, 48, 96, 192, 384]
2G∼3G 19.5M [3, 2, 7, 3] [48, 64, 96, 192, 512]
3G∼4G 33.5M [4, 4, 5, 4] [32, 48, 128, 192, 640]
4G∼5G 37.0M [4, 2, 11, 3] [32, 48, 128, 256, 640]
5G∼6G 43.4M [4, 6, 21, 4] [32, 64, 96, 192, 640]
6G∼7G 45.4M [4, 6, 23, 4] [32, 64, 128, 192, 640]
7G∼8G 55.8M [2, 2, 23, 4] [48, 48, 96, 256, 640]

Table 1. Network architectures searched for image classifica-
tion task in each budget group. Information about standard
ResNets{18,34,50,101} is also reported. Note that ResNet18
and ResNet34 are composed of basic block, while ResNet50 and
ResNet101 are composed of bottleneck.

D. Transfer to other classification datasets

D.1. Details of datasets

In section 4.3, we transfer DATA to more diverse classifi-
cation tasks in VTAB benchmark [11]. These tasks include
CIFAR-10/100 [5], Oxford-IIIT Pet [8], Oxford Flowers-
102 [7], DMLab [1], EuraSAT [4], CAMELYON [9],
DTD [2], and smallNORB [6]. For the last five datasets,
following the VTAB-1k [11] setting, we only use 1k ex-
amples per task to evaluate adaption with limited data. We
summarize them in Table 2

Dataset Train size Classes
CIFAR-10 50,000 100
CIFAR-100 50,000 10
Oxford-IIIT Pet 3,680 37
Oxford Flowers-102 1,020 102
DMLab 1,000 6
EuraSAT 1,000 10
CAMELYON 1,000 2
DTD 1,000 47
smallNORB 1,000 5

Table 2. Description of datasets used in transferring to more di-
verse classification tasks.

D.2. Training details

For CIFAR-10, due to its low-resolution, we follow its
common setting. Concretely, at training time, we apply
padding to images to get them into 36 × 36 and random
crop to 32 × 32. At test time, we don’t apply any transfor-
mation. For the others, we follow similar procedure in semi-
supervised classification. Specifically, at training time, we
apply random crops with resize to 224 × 224 pixels and
random flips. At test time, images are resized to 256 pix-
els, after which a 224 × 224 center crop is applied. After
applying the augmentations, we optimized the loss using
SGD with Nesterov momentum for 2000 steps with a batch
size of 512 and a momentum of 0.9. The learning rate and
weight decay are selected from {0.001, 0.01, 0.03, 0.05,
0.1.} and {10−5, 10−4, 10−3} as well as no weight decay
on local validation dataset.
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Simon Green, Vı́ctor Valdés, Amir Sadik, Julian Schrit-
twieser, Keith Anderson, Sarah York, Max Cant, Adam
Cain, Adrian Bolton, Stephen Gaffney, Helen King, Demis
Hassabis, Shane Legg, and Stig Petersen. Deepmind lab.
abs/1612.03801, 2016. 1



[2] Mircea Cimpoi, Subhransu Maji, Iasonas Kokkinos, Sammy
Mohamed, and Andrea Vedaldi. Describing textures in the
wild. In CVPR, 2014. 1

[3] Jean-Bastien Grill, Florian Strub, Florent Altché, Corentin
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