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In this supplementary material, we provide more experi-
ment results to show the effectiveness of Cerberus and val-
idate our assumption that task affinity helps Cerberus learn
under weak supervision. In the following sections, we first
provide per-category evaluation results for semantic, affor-
dance and attribute parsing respectively. Then we provide
more visualization results for both parsing and attention.
Shared attention weights reveal the potential reason behind
strong weakly-supervised learning performance.

1. Per-Category Evaluation

Tab. 1, 2 and 3 demonstrate our per-category semantic,
affordance and attribute mIoU results on NYUd2 [ 1] respec-
tively. Single denotes the separately trained model for dif-
ferent tasks. And the percentage represents the amount of
annotation used by weak supervision. It is manifested that
our Cerberus achieves the best performance in most cate-
gories. And it also achieves superior performance than Sin-
gle under the same amount of weak supervision.

Notably, the mIoUs of certain semantic labels are 0 when
using a weakly supervised Single model. And we observe
that these categories often appear as small regions, like pa-
per, or have a complicated internal structure, like person.
For these categories, the number of randomly sampled pix-
els is too small to provide enough information for seman-
tic parsing. Hence these sub-tasks cannot be learned un-
der weak supervision effectively. However, when using a
Cerberus model, the mloUs of these sub-tasks are greater
than zero, which verifies task affinity does help weakly-
supervised learning, especially for those hard sub-tasks.

2. More Qualitative Results

We show more qualitative results in Fig. 1. We choose
various indoor scenes with different semantic, affordance,
and attribute labels. As shown in Fig. I, Cerberus achieves
precise attribute, affordance and semantic parsing in all
these scenes. For example, in row 6 of Fig. 1, though both
sides of the room are white, Cerberus can precisely distin-

guish the difference between blinds and walls. Accurate
parsing is also observed in the Painted attribute results. And
in the affordance results of row 6, Cerberus can even iden-
tify regions on the bed that are too far away to sit on. Con-
sidering the diversity of scenes, we believe Cerberus is ac-
curate enough for various applications including augmented
reality and intelligent service robots .

3. More Attention Visualization

Fig. 2 provides more attention maps and corresponding
parsing results. We train three Cerberus with one task super-
vised by 1% annotation while the other two by full supervi-
sion, and compare them with fully-supervised Cerberus. As
shown in the figure, attention maps focus on those regions
that correspond to parsing results. For example, in row 8 of
Fig. 2, the attention weights exactly focus on all movable
objects, including objects on shelves, objects on the cabi-
nets, and even the painting on the wall. Meanwhile, for the
weakly-supervised model, we still can find attention maps
showing the corresponding features, which appear very sim-
ilar to the fully supervised attention maps. We believe that
this is because those related sub-tasks help attention learn-
ing with little annotation. And with shared attention, we
achieve strong results under weak supervision.

4. Computation Cost and Failure case

In Fig. 4, the computation cost is visualized as the train-
ing time distribution pie chart, which shows solving optimal
weights is efficient and only takes 10% of the training time.

As shown in Fig. 3 for the failure case, due to the high
affinity between walkable and textured, Cerberus is affected
by the shared representation and performs worse than a sep-
arately trained attribute network.
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Single (1%) 71.5 820 539 674 59.0 608 462 208 433 424 239
Single (0.5%) 71.6 812 533 632 574 551 443 157 305 39.7 20.2
Single (0.1%) 68.3 803 451 640 522 585 428 5.7 28.6 382 18.6
Cerberus (1%) 7777 873 639 710 642 654 517 375 50.1 443 42.7
Cerberus (0.5%) | 759 870 63.6 707 655 675 505 331 510 419 39.9
Cerberus (0.1%) | 79.4 86.8 623 70.1 642 662 468 41.7 488 43.0 39.1
Single 80.0 88.0 61.8 727 66,6 67.8 532 43.0 525 438 48.8
Uniform 808 877 623 717 652 641 498 423 504 46.0 48.3
Cerberus 796 88.7 647 728 647 655 544 41.1 480 445 50.4
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Single (1%) 51.5 560 553 134 1.4 515 342 268 0.3 15.6
Single (0.5%) 470 56.7 527 3.6 3.0 17.6 6.9 19.5 1.1 0.4
Single (0.1%) 473 55.6 48.1 0.0 0.0 10.8 1.1 10.1 0.0 8.3
Cerberus (1%) 584 670 648 282 147 590 474 435 424 423
Cerberus (0.5%) | 56.1 657 63.1 280 108 633 471 454 46.1 353
Cerberus (0.1%) | 58.1 646 642 267 128 60.5 41.1 435 433 403
Single 58.1 667 618 270 17.7 584 47.6 43.1 493 398
Uniform 571 688 653 266 169 600 519 352 490 459
Cerberus 60.5 706 638 283 17.7 647 548 442 474 46.2
& £ o
8 = [}] 0] 9 —_— E ‘:%‘
Method @) @) @ i) & £ = » @ B
Single (1%) 8.7 0.1 1.0 00 434 0.0 0.0 0.0 0.0 0.0
Single (0.5%) 55 0.6 0.9 00 396 0.0 0.0 0.0 0.0 0.0
Single (0.1%) 5.6 0.0 0.0 00 354 0.0 0.0 0.0 0.0 0.0
Cerberus (1%) 21.5 562 18.7 217 65.7 5.6 36.1 16.1 9.4 38.7
Cerberus (0.5%) | 21.7 57.4 8.6 0.0 61.0 0.2 36.6 13.5 3.0 65.6
Cerberus (0.1%) | 16.8 558 21.3 442 625 1.5 5.0 17.0 3.0 0.2
Single 23.0 565 368 664 603 307 482 337 159 748
Uniform 229 599 352 589 57.8 322 448 386 145 80.5
Cerberus 224 60.2 348 649 655 382 503 452 18.7 742
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Single (1%) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 9.7 6.9 33.1
Single (0.5%) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 33 29 24.5
Single (0.1%) 0.0 0.0 0.0 0.0 0.0 0.0 0.0 6.7 1.1 31.7
Cerberus (1%) 746 9.1 612 473 349 247 0.0 27.3 206 38.9
Cerberus (0.5%) | 76.0 0.3 63.1 353 0.1 2.3 0.0 269 205 37.6
Cerberus (0.1%) | 744 0.6 56.6 429 0.0 9.6 00 275 214 372
Single 82.1 428 64.1 468 420 349 00 334 221 402
Uniform 70.1 43.1 62.6 497 40.1 329 0.0 31.6 20.2 40.0
Cerberus 7477 433 664 537 443 372 6.0 33.1 21.8 40.6

Table 1. Per-category semantic parsing results on NYUd2.



Method ‘Lyable Movable Reachable Sittable Walkble | mloU

Single (1%) 40.1 55.1 87.4 41.1 81.1 60.9
Single (0.5%) 37.1 534 86.2 36.6 80.6 58.8
Single (0.1%) 39.8 45.5 84.9 39.6 77.1 57.5
Cerberus (1%) 51.3 57.3 87.9 41.1 82.9 64.1

Cerberus (0.5%) 49.1 57.0 87.9 39.5 84.0 63.5
Cerberus (0.1%) 51.3 57.3 87.8 41.1 82.9 64.1
Single 51.4 57.5 81.7 43.4 85.9 65.2
Uniform 472 55.8 88.1 43.5 85.1 63.9
Cerberus 53.1 58.7 88.9 44.2 88.3 66.3

Table 2. Per-category affordance parsing results on NYUd2.

Method ‘ Wood Painted Paper Glass Brick Metal Flat Plastic Textured Glossy Shiny | mloU
Single (1%) 46.2 64.3 220 378 454 132 0.0 27.7 72.4 46.4 46.0 38.3
Single (0.5%) 49.8 62.5 106 365 441 120 0.0 25.5 71.9 48.4 46.6 37.1
Single (0.1%) 474 63.8 8.5 377 456 11.6 0.0 25.8 67.0 46.8 459 36.4
Cerberus (1%) 52.0 67.5 332 455  50.1 21.1 3.6 30.8 76.2 51.0 539 44.1
Cerberus (0.5%) | 52.9 66.8 345 454 50.2 21.0 42 30.4 754 51.2 54.1 442
Cerberus (0.1%) | 524 67.3 27.0 454 525 219 36 352 74.8 49.2 49.7 435
Single 522 66.8 307 446 526 208 25 35.3 75.6 51.5 54.0 442
Uniform 54.5 67.8 29.1 432 517 250 6.2 31.1 76.4 50.8 53.8 445
Cerberus 543 68.1 362 453 519 251 54 31.9 74.5 51.8 54.1 45.3

Table 3. Per-category attribute parsing results on NYUd2.
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Figure 1. More qualitative results.
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Figure 1. More qualitative results (cont.).
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Figure 2. More attention visualizations.
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Figure 3. Failure cases.
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Figure 4. Computation cost distribution pie chart.
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