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1. The image regularization term of DF-
DearKD

The image regularization term R(·) consists of two
terms: the prior term Rprior [2] that acts on image priors
and the BN regularization term RBN that regularizes feature
map distributions:

R(x) = Rprior(x) +RBN(x) (1)

Specifically, Rprior penalizes the total variance and l2
norm of x, respectively.

Rprior(x) = αTV RTV (x) + αl2Rl2(x) (2)

RBN matches the feature statistics, i.e., channel-wise
mean µ(x) and variance σ2(x) of the current batch to those
cached in the BN [1] layers at all levels:

RBN (x) = αBN

∑L
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where L is the total number of BN layers.

2. Generated samples from DF-DearKD

Figure 1 shows samples generated by our method from
an ImageNet-pretrained RegNetY-16GF model. Remark-
ably, given just the pre-trained teacher model, we observe
that our method is able to generate images with high fidelity
and resolution.

*This work was done when Xianing Chen was intern at JD Explore
Academy.

†Corresponding authors.

Figure 1. Images generated by our method on RegNetY-16GF
model pre-trained with ImageNet.

Epochs number 200 225 250 275 300
Accuracy 74.3 74.6 74.8 74.7 74.6

Table 1. Ablation of different epochs number of the first stage
of DearKD evaluated on ImageNet classification. DearKD-Ti is
used.

3. Analysis of the number of epochs for the first
stage of DearKD

In this section, we ablate the number of epochs for the
first stage of our DearKD. As can be seen in Table 1, train-
ing the model in the first stage with 250 epochs achieves
the best 74.8% Top-1 accuracy among other settings. It is
not surprising that training the model in the first stage with
less epochs will lead to worse performance. But, for mod-
els trained with 300 epochs, the inductive biases knowledge
from CNNs are not saturated. So, we use Equation (6) in
the second stage except that we set β to 0 and let α linearly
increase to 1. Besides, for models trained with 1000 epochs,
we empirically select 800 as the number of epochs for the
first stage.
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4. More implement details of DF-DearKD
We filter out ambiguous images whose output logits from

a pre-trained ResNet-101 are less than 0.1 and finally syn-
thesize 600k images to train our transformer student net-
work from scratch. Then, we use the target label for invers-
ing the RegNetY-16GF as our ground truth. The RegNetY-
16GF can achieve 100% accuracy on the generated sam-
ples. This phenomenon is the same as that in [4]. So, we
use a pre-trained ResNet-101 from pytorch [3] that achieves
77.37% top-1 accuracy on ImageNet as our teacher model,
which can provide good results as well as inductive biases
clues. We use AdamW optimizer with learning rate 0.0005
and cosine learning scheduler. The model is trained from
scratch for 1000 epochs. A batch size of 1024 is used. We
train the model in the first stage with 800 epochs. We use
Mixup [6], Cutmix [5], Random Erasing [7] and Random
Augmentation [7] for data augmentation. Experiments are
conducted on 4 NVIDIA TESLA V100 GPUs.

5. Limitation and Future works
Although DF-DearKD can generate high quality images,

it still has difficulty in handling human-related classes due
to the limited information stored in the feature statistics.
Moreover, we generate lots of samples which takes a lot
of time and computation costs even we do not use any real
images. There is still a gap between training with generated
samples and real images. In the future, we plan to investi-
gate more in model inversion or image generation to further
improve training data quality and diversity.

Besides, to further explore the data efficiency of training
vision transformers under different settings (i.e. full Im-
ageNet, partial ImageNet and data-free case), we plan to
distill other kinds of IBs for transformers and investigate
how to introduce transformers’ intrinsic IBs in the future
study. The data-free setting would be a particularly interest-
ing case to cope with the emerging concern of data privacy
in practice.
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