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In this document, we provide additional analysis of our
method GateHUB both quantitatively and qualitatively. We
include details and analysis that were ready at the time of
submission but could not be included in the paper due to
the space constraints. Besides this document, we also in-
clude few videos demonstrating the task of online action
detection.

1. Implementation Details
To extract features from TSN [12], we take the aver-

age of RGB features of 6 consecutive frames at 24 FPS to
represent each frame at 4 FPS. Similarly, we stack optical
flow maps of 5 frames preceding each frame along channel
dimension at 24 FPS to obtain optical flow features for each
frame at 4 FPS. Since TimeSformer [1] requires an input
of 96 RGB frames, we uniformly sample 96 frames from
the time duration set for past frames, tps, and future frames,
tf , for Future-augmented History (FaH) as input to TimeS-
former and use the output corresponding to the last frame as
the feature for a history frame.

2. Additional Quantitative Analysis
2.1. Future-augmented History (FaH) on I3D

Method mAP (%)
WOAD [8] 67.1
w/o FaH 68.1
w/ FaH 69.1

Table 1. Ablation study for Future-augmented History (FaH) us-
ing I3D [3]. With FaH significantly outperforms both WOAD and
without FaH. Without using FaH also outperforms WOAD show-
ing that the other novel aspects of our method (i.e. GHU and back-
ground suppression objective) are also instrumental in improving
online action detection even with I3D.

In Table 3c of the main paper, we show an ablation study
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on the impact of using Future-augmented History (FaH)
with TimeSformer [1] feature backbone. We use TimeS-
former as it supports multi-frame input and is therefore
compatible with FaH. To further highlight the applicabil-
ity and benefit of FaH on different spatio-temporal feature
backbones supporting multi-frame input, we also conduct
an ablation study with I3D [3]. Similar to TSN [12], I3D
is a commonly used feature backbone for online action de-
tection in prior art [8]. Table 1 shows the results for the
ablation on FaH using I3D. We conducted the experiments
on THUMOS’14. For comparison, we also provide the ac-
curacy achieved by the existing method, WOAD [8], that
uses I3D for THUMOS’14. From the table, we can observe
that using I3D with FaH in GateHUB (‘w/ FaH’) signifi-
cantly outperforms both WOAD and using I3D without FaH
in GateHUB (‘w/o FaH’). This highlights the significance
of the proposed FaH module to make the history frames
more informative using their future, i.e. subsequently ob-
served frames. This, in turn, improves the history encoding
and accuracy of current frame prediction. This also high-
lights that FaH can be successfully applied to improve ac-
curacy on other spatio-temporal feature backbones that sup-
port multi-frame input. Moreover, we can observe that even
without using FaH with I3D in GateHUB (‘w/o FaH’), the
accuracy is still 1% better than WOAD. This shows that
other novel aspects of GateHUB, i.e. using Gated History
Unit (GHU) to enhance or suppress history frames based
on how informative they are to current frame prediction and
using background suppression to apply separate emphasis
on low-confident action and background frame predictions,
are also instrumental in improving the accuracy regardless
of the feature backbone.

2.2. Additional comparison on TSN pretrained on
ActivityNet

As shown in Table 1 of the main paper, we compare
GateHUB with existing state-of-the-art (SoTA) methods on
the standard setting of using RGB and optical flow features
from TSN [12] pretrained on Kinetics-400 [3]. Earlier ap-
proaches [15] often compare with the setting of using the
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Method Portion of Action
0-10% 10-20% 20-30% 30-40% 40-50% 50-60% 60-70% 70-80% 80-90% 90-100%

IDN [5] 81.7 81.9 83.1 82.9 83.2 83.2 83.2 83.0 83.3 86.6
PKD [17] 82.1 83.5 86.1 87.2 88.3 88.4 89.0 88.7 88.9 87.7
OadTR [14] 81.2 84.9 87.4 87.7 88.2 89.9 88.9 88.8 87.6 86.7
LSTR [16] 84.4 85.6 87.2 87.8 88.8 89.4 89.6 89.9 90.0 90.1
GateHUB (Ours) 84.5 87.6 89.5 90.0 90.2 91.0 91.3 91.3 91.3 90.7

Table 2. Evaluation on TVSeries by dividing all action occurrences into ten equal parts (i.e. portions of action) and computing a separate
mcAP(%) for each portion of action. GateHUB outperforms all existing methods for all portions of action considered. This shows that
GateHUB is more accurate in predicting for the current frame irrespective of whether it is the start, middle or end of an action occurrence.

same TSN backbone but pretrained on ActivityNet [2]. So
in addition to results on TSN and TimeSformer pretrained
on Kinetics in the main paper, we compare GateHUB with
SoTA methods on THUMOS’14 on this setting of using
RGB and optical flow features from TSN pretrained on Ac-
tivityNet. We present the results in Table 3. From the table,
we can observe that GateHUB is able to significantly out-
perform all existing methods by at least 3.8% on this setting.
Compared to TSN pretrained on Kinetics, this setting gives
consistently lower accuracy for all methods. Table 4 further
shows the results on TVSeries. We can again observe that
GateHUB is able to outperform all existing methods. This
further validates that GateHUB can outperform all existing
methods on multiple benchmark datasets using multiple dif-
ferent input feature representations.

Method mAP (%)
CDC [11] 44.4
RED [7] 45.3
TRN [15] 47.2
FATS [9] 51.6
IDN [5] 50.0
LAP [10] 53.3
TFN [6] 55.7
OadTR [14] 58.3
LSTR [16] 65.3
GateHUB (Ours) 69.1

Table 3. Online action detection results on THUMOS’14 compar-
ing GateHUB with SoTA methods on mAP (%) when the RGB and
optical flow-based features are extracted from TSN pretrained on
ActivityNet. We can see that GateHUB significantly outperforms
all existing methods.

2.3. Evaluation on TVSeries for different portions
of action

Following prior art [4, 14–16], we also evaluate the ac-
curacy of online action detection on TVSeries when only a
certain portion of the action occurrences is considered. The
objective of this evaluation is to assess how well a method
performs at different stages of an ongoing action. Follow-
ing prior art, we divide each action occurrence into ten equal

Method mcAP (%)
RED [7] 79.2
FATS [9] 81.7
TRN [15] 83.7
IDN [5] 84.7
TFN [6] 85.0
LAP [10] 85.3
OadTR [14] 85.4
LSTR [16] 88.1
GateHUB (Ours) 88.4

Table 4. Online action detection results on TVSeries comparing
GateHUB with SoTA methods on mcAP (%) when the RGB and
optical flow-based features are extracted from TSN pretrained on
Activity Net. We can see that GateHUB outperforms all existing
methods.

parts (i.e. portions of action). We then compute a separate
mcAP for each portion of action over all action occurrences.
For example, mcAP for 20 − 30% portion of action refers
to mcAP computed using only frames of an action occur-
rence lying between 20% and 30% of the total duration of
that action occurrence. We tabulate the results across all
portions of action in Table 2. From the table, we can ob-
serve that our method outperforms all existing methods for
all the different portions of action considered. This shows
that irrespective of whether it is the start, middle or end of
an action occurrence, GateHUB is able to predict the ac-
tion for the current frame more accurately than all existing
methods.

2.4. Effect of History and Present duration

History
Duration (s)

Present Duration (s)
1 2 4 8

64 69.2 68.4 67.9 67.8
128 68.3 67.9 68.5 65.8
256 69.3 70.7 69.9 67.4
512 69.1 68.6 68.4 68.0

Table 5. Ablation study showing mAP (%) for different durations
(in seconds) of history and present frames sampled at 4 FPS using
RGB and optical flow features from TSN on THUMOS’14.



We show an analysis where we experiment with differ-
ent durations of history and present frames in GateHUB in
Table 5. We test on THUMOS’14 using RGB and optical
flow features from TSN [12]. For each setting, the frames
are sampled at 4 FPS. We consider a duration for history
ranging from 64s to 512s and for present ranging from 1s
to 8s (duration doubling for each subsequent setting). From
the table, we can observe that we can get the best accu-
racy using history and present of duration 256s and 2s re-
spectively. We can also observe that the model gets the
worst performance when the duration of present is 8s for
any given duration of history. This suggests that the present
should constitute a very small set of most recently observed
frames preceding the current frame. This allows to effec-
tively model the most immediate observable context around
the current frame which is important for accurate prediction
for the current frame.

2.5. Action Anticipation Result

Following LSTR [16], we evaluate GateHUB on action
anticipation task. Specifically, we anticipate the future up
to 2 seconds at 4FPS by adding 8 learnable tokens to the
most recent history frames [ht]

0
t=−tpr−1. Table 6 shows

that GateHUB significantly outperforms the existing meth-
ods by 4.1% and 1.2% on THUMOS and TVSeries respec-
tively, using the ActivityNet pretrained features.

Method mAP (%) mcAP (%)
RED [7] 37.5 75.1
TRN [15] 38.9 75.7
TTM [13] 40.9 77.9
LAP [10] 42.6 78.7
OadTR [14] 45.9 77.8
LSTR [16] 50.1 80.8
GateHUB (Ours) 54.2 82.0

Table 6. Results of online action anticipation using ActivityNet
features on THUMOS’14 and TVSeries in terms of mAP and
mcAP, respectively.

2.6. Analysis of gating scores G vs QiK
T
i /

√
dk

Enhanced History FramesSuppressed History Frames

𝑄!𝐾!"/ 𝑑# 0.22 ± 0.06 0.09 ± 0.04 0.10 ± 0.02 0.05 ± 0.01
𝐺 -2.49 -1.70 0.92 0.98

𝑄!𝐾!"/ 𝑑# + 𝐺 -2.27 ± 0.06 -1.61 ± 0.04 1.02 ± 0.02 1.03 ± 0.01

Figure 1. Analysis of gating scores G vs QiK
T
i /

√
dk for the some

of the most suppressed and enhanced history frames

We compare the value of G with QiK
T
i /

√
dk to as-

sess whether the gating scores G are indeed able to cali-
brate the attention weights. Statistically, on obtaining G

and QiK
T
i /

√
dk across all history frames, we find that G

lies in [−9.5, 1.0) and QiK
T
i /

√
dk lies in [−0.1, 0.6]. So,

G is large/small enough to change relative order of atten-
tion scores. Further, Fig 1 further provides G and range of
QiK

T
i /

√
dk and QiK

T
i /

√
dk +G (Eqn 3, main paper) for

some frames in Fig 3 of main paper. We can see that G is
able to calibrate QiK

T
i /

√
dk so that informative and un-

informative history frames are correctly enhanced and sup-
pressed respectively.

3. Additional Qualitative Analysis
We provide additional qualitative assessment by visual-

izing GateHUB’s current frame prediction with and without
GHU in Fig. 2. There are six video examples from THU-
MOS’14. For each example, we show the video frames
at the top, then the ground truth (blue denoting the action
occurrences), followed by current frame predictions using
GateHUB with GHU (red) and without GHU (brown) where
the confidence in the range [0, 1] on y-axis denotes the prob-
ability of predicting the correct action. At the bottom of
each example, we present the most suppressed and the most
enhanced frames determined by GHU. From the visual-
ization, we can observe that when using GHU (red), our
method is able to significantly reduce false positives for the
background frames (particularly that closely resemble ac-
tion frames such as the frames closely following the second
Diving and Javelin Throw action occurrence in Fig. 2). At
the same time, without GHU (brown), the model is prone to
high number of false positives (as can be been in the Diving
example after the first action occurrence for frames show-
ing swimming pool). In addition to reducing false positives,
using GHU is also able to boost the confidence of true pos-
itives (as can been seen from Shotput example in Fig. 2).

Below the visualization of current frame prediction for
each video in Fig. 2, we also visualize examples of the most
suppressed and the most enhanced history frames in that
video when ordered as per the gating scores G learned by
GHU in ‘w/ GHU’ as per Eqn. 2 (main paper). From all the
examples, we can observe that a significant number of the
most suppressed frames contain athletes as they are walking
in the field either to begin preparing for the action, leave af-
ter finishing the action or stopping to respond to the inter-
viewer. In all these scenarios, we cannot draw any mean-
ingful context about what and when the action will begin or
end. As a result, GHU helps to suppress such history frames
that are highly uninformative for current frame prediction.
At the same time, a significant number of most enhanced
frames are the frames where either the action is in progress
or the athlete is close to commencing the action. Both these
scenarios provide informative context in inferring what and
when the action will take place. As as result, GHU enhances
these frames that are highly informative for current frame
prediction. We can also observe that occasionally few in-
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Figure 2. Visualizing the current frame prediction for six videos from THUMOS’14 (separated by dotted lines). For each video, the
first row shows the video frames, then ground truth (blue denoting action occurrence) followed by the plot for current frame prediction
comparing GateHUB with GHU (‘w/ GHU’) (red) and without GHU (‘w/o GHU’) (brown). Below the plots for each video, we also
highlight examples of the most suppressed and the most enhanced frames in the corresponding video as ordered based on the gating score
G in GateHUB with GHU. ‘w/ GHU’ is able to reduce false positives observed in ‘w/o GHU’ where background frames closely resemble
action frames.
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Figure 3. Visualizing the current frame prediction for six videos from THUMOS’14 (separated by dotted lines). For each video, the
first row shows the video frames, then ground truth (blue denoting action occurrence) followed by the plot for current frame prediction
comparing GateHUB using RGB features from TSN (red) and TimeSformer (green).

formative frames (such as the second and fourth frame in
the ‘most suppressed frames’ for Basketball Dunk) get sup-
pressed by GHU. This is likely due to the action being far-
away in the frame making it difficult for the model to ac-
curately assess the informative-ness of the frame. Spatially
localizing small and far-away objects and their correspond-
ing motion is still an open challenge. Capturing more fine-
grained higher resolution features could potentially mitigate
the problem.

In Fig. 3, we further visualize and compare Gate-
HUB’s current frame prediction using RGB features from
TSN (red) and TimeSformer (green). We can observe that
GateHUB using RGB features from TimeSformer (green)
is more effective in reducing false positives while improv-
ing the confidence score for true positives (as can be seen
from false positive reduction in Long Jump and true pos-
itive enhancement in Basketball Dunk in Fig. 3). This is
potentially due to the comparatively limited feature repre-
sentation capacity of the TSN feature backbone to extract
sufficiently discriminative features when the frames include
slow motion, motion blur, or small/far-away objects. In
comparison, using the Timesformer feature backbone con-
siderably mitigates false positives (green). This shows that
with stronger feature representation, GateHUB can be more

effective in reducing false positives while increasing true
positives thereby improving current frame prediction. Also
worth noting is that the confidence to correctly predict the
Shotput action reduces for all methods in both Fig. 2 and
Fig. 3 toward the end of the action occurrence. Similar
to background suppression, we can explore putting sep-
arate emphasis on accurately predicting the frames near
the boundary to mitigate such low-confident near-boundary
predictions.
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