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A. Experimental Setting
A.l. Datasets and Training Details

We adopt two datasets including CIFAR-100 [8] and Im-
ageNet [13] to conduct experiments. All images are normal-
ized by channel means and standard deviations. A horizon-
tal flip is used for data augmentation. CIFAR-100' contains
50,000 training images and 10,000 test images from 100
classes. Each training image is padded by 4 pixels on each
size and randomly cropped as a 32 x 32 sample. ImageNet’
contains about 1.3 million training images and 50,000 vali-
dation images from 1,000 classes. Each image is randomly
cropped as a 224x224 sample without padding. The top-1
test accuracy of the teacher model (ResNet-50) is 76.26%.

Multi-Teacher Knowledge Distillation. The training
hyper-parameters of multi-teacher KD are exactly the same
as those of single-teacher KD on CIFAR-100. We first
pre-train multiple teacher models with different initializa-
tion and then distill their knowledge into a student model.
The accuracies of compared AEKD and AEKD-F [4] are
obtained by running a public library’ with default model
hyper-parameters on our teacher-student combinations [22].
The top-1 test accuracy of two groups of teacher models
used in our main submission are: O Three ResNet-32x4
models (79.32, 79.43, 79.45), @ Two ResNet-32x4 models
(79.43, 79.45) and one ResNet-110x2 model (78.18).

Data-Free Knowledge Distillation. We adopt a public
library* to reproduce the results of compared approaches:
ZSKT [10], DAFL [3] and CMI [5], with the default model
hyper-parameters. In our experiment, the top-1 test accu-
racy of the teacher model (WRN-40-2) is 76.31%. The per-
formance of the student model trained with original dataset
is included for comparison.

lhttps://www.cs.toronto.edu/Nkriz/cifar.html

2http://image-net .org/challenges/LSVRC/2012/
index

3https://github.com/Rorozhl/CA-MKD

4https://github.com/zju-vipa/DataFree

Input dimension ~ Operator  Output dimension

HxWxCs 1x1Conv HXW xCy/r
HxWxCy/r 3x3Conv  HxW xCy/r
HxW x C¢/r 1x1 Conv HxW x C,

Table S.1. Projector structure. “1x1/3x3Conv” denotes a convolu-
tional layer with 1x1/3x3 kernel size. Standard batch normaliza-
tion and ReLLU activation are used after each convolutional layer.
r is the reduction ratio.

Computing Infrastructure. All of the experiments are
conducted with PyTorch [11]. CIFAR-100 experiments are
conducted on a sever containing eight NVIDIA GeForce
RTX 2080Ti GPUs with 11GB RAM. The CUDA version
is 11.2. ImageNet experiments are conducted on a sever
containing four NVIDIA A40 GPUs with 48GB RAM. The
CUDA version is 11.4.

A.2. Network Architectures

We use a large number of teacher-student combinations
for performance evaluation, which are composed of several
popular neural network architectures: VGG [15], ResNet
[6], WRN [20], MobileNetV2 [14], ShuffleNetV1 [23],
ShuffleNetV2 [9]. The number behind “VGG-", “ResNet-
” denotes the depth of networks. “WRN-d-w” denotes the
wide-ResNet with depth d and width factor w. As the pre-
vious works do [2, 16], we expand or shrink the number of
convolution filters in intermediate layers of some network
architectures with a certain ratio and put that ratio behind
“x”, such as “ResNet-32x4".

A.3. Projector

The detailed structure of our used projector is described
in Table S.1. We assume that the spatial dimensions of in-
volved feature maps are the same, and denote them with
the notations H and W. Otherwise, an average pooling op-


https://www.cs.toronto.edu/~kriz/cifar.html
http://image-net.org/challenges/LSVRC/2012/index
http://image-net.org/challenges/LSVRC/2012/index
https://github.com/Rorozhl/CA-MKD
https://github.com/zju-vipa/DataFree

eration is used in advance for spatial dimension alignment
to reduce the computational consumption, as the previous
work do [2].

Given the feature maps of teacher and student models,
the parameter number of the added projector is a function
of the dimension reduction factor r

2
F(r) = M + % +20,. (1)
r T
Proposition. The extra parameter number F(r) satisfies
the inequality 2F(2r) < F(r) < 4F(2r) under some mild
conditions.
Proof.

We first prove the left part of the inequality:

2F(2r) < F(r)
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Generally, the channel dimension C} in the last feature maps
of popular deep neural networks is greater than 128 on
CIFAR-100 and is greater than 512 on ImageNet, which
means that this equation holds when » < 16 and r» < 32,
respectively. This is easy to be satisfied in practice. Since a
typical setting for 7 is 1, 2 and 4 in order to avoid substantial
accuracy reduction as shown in Table S.8 and S.9.

We then prove the right part of the inequality:

4F(2r) > F(r)
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Since the channel dimensions C; and C are always greater
than zero, this inequality holds automatically. O

Student VGG-8 WRN-16-2  WRN-16-4
ude 7046 £ 029 7351 £032 7726 +0.24
KD[7] | 7338 +0.05 7540+ 034 79.24 + 0.23
FitNet[12] | 73.63 +0.11 75444022 79.06 + 0.16
AT[21] | 73514008 75764029 7938 +0.20
SP[17] | 73534023 7561 +0.34 79.53 +0.20
VID[I] | 73.63+0.07 75444024 79.40 +0.08
CRD[16] | 74314£0.17 7586+0.17 79.46 +0.19
SRRL[19] | 7425+ 035 75.89+0.12 79.67 + 0.17
SemCKD [2] | 7443 4025 7577 +0.11 80.05 + 0.27
SimKD | 74934021 7623+ 0.14 8036 + 0.04

Teach VGG-13 WRN-40-2  WRN-40-4

cacher 74.64 76.31 79.51

Table S.2. Top-1 test accuracy (%) comparison on CIFAR-100.

Network Student SimKD  Teacher
ResNet-34 & ResNet-50 74.01 74.64 76.26
ResNet-50 & ResNet-101  76.26 77.60 77.80

Table S.3. Top-1 test accuracy (%) comparison on ImageNet.
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Figure S.1. The test accuracy (%) of ResNet-50 & ResNet-101 on
ImageNet. Our SimKD achieves faster model convergence.

B. More Experimental Results
B.1. Comparison of Test Accuracy

Table S.2 and S.3 presents more results on CIFAR-100
and ImageNet datasets with extra five teacher-student com-
binations. Similar observations are obtained as those in the
main submission. For ImageNet dataset, we replace the 3x3
convolution as the 3x3 depth-wise separable convolution in
the projector (Table S.1) to control the extra parameters.

As shown in Figure S.1, our SimKD achieves faster con-
vergence in the whole model training. For example, at 30th
epoch, SimKD performance is on the par with the base-
line student model performance at 60th epoch. Besides, at
60th epoch, SimKD already outperforms the baseline stu-
dent model at 120th epoch.



Student ResNet-8x4 ResNet-8x4

73.09 £+ 0.30 73.09 £+ 0.30

‘ Student Classifier Teacher Classifier ‘ Student Classifier Teacher Classifier
a =0 (KD) \ 74.42 + 0.05 - \ 75.28 + 0.18 -
a=0.2 74.42 +0.10 73.91 £0.12 74.83 £ 0.29 73.45 +0.31
a=0.4 73.99 £ 0.03 73.83 £ 0.13 74.72 £ 0.17 73.65 £ 0.27
a=0.6 73.93 £+ 0.08 73.89 £+ 0.26 74.59 £+ 0.23 73.81 £ 0.25
a=0.8 73.76 £ 0.26 74.13 £0.24 74.29 £+ 0.24 74.19 £ 0.22
a=09 73.52 +£0.33 74.42 £+ 0.26 73.98 £+ 0.06 74.73 £ 0.13
a=10.99 30.77 £ 0.92 77.66 £+ 0.22 23.46 + 0.81 76.68 £+ 0.13
a = 0.999 5.59 +0.60 77.98 £+ 0.19 4.55 +0.68 76.84 + 0.28
« = 1 (SimKD) ‘ - 78.08 & 0.15 - 76.75 £ 0.23
Teach ResNet-32x4 WRN-40-2
cachet 79.42 76.31

Table S.4. Joint training the student feature encoder and classifier with different hyper-parameters.

Student WRN-40-1 MobileNetV2x2

uden 71.92 4 0.17 69.06 & 0.10

‘ Student Classifier Teacher Classifier ‘ Student Classifier Teacher Classifier

a =0 (KD) \ 74.12 £ 0.29 - \ 72.43 £+ 0.32 -
a=0.2 74.33 £0.32 73.92 + 0.31 72.50 + 0.26 72.04 £+ 0.23
a=0.4 74.49 £ 0.30 74.17 £ 0.19 72.48 £+ 0.38 72.13 £ 0.25
a=0.6 74.53 £ 0.11 74.39 £+ 0.20 72.83 +0.34 72.64 £+ 0.29
a=0.8 74.93 £+ 0.25 74.88 +0.22 73.13 £0.15 72.95 £ 0.06
a=0.9 75.18 £ 0.20 75.17 £ 0.17 73.44 £+ 0.26 73.40 £+ 0.27
a=0.99 74.17 £ 0.06 75.35 £ 0.15 74.91 £ 0.30 75.31 £ 0.16
a = 0.999 18.39 £+ 1.45 75.33 +0.08 13.49 £ 1.80 75.43 + 0.22
«a = 1 (SimKD) \ - 75.56 £ 0.27 - 75.43 1+ 0.26
Teach WRN-40-2 ResNet-32x4

cachet 76.31 79.42

Table S.5. Joint training the student feature encoder and classifier with different hyper-parameters.

B.2. Joint Training Results

Table S.4 and S.5 present the full joint training results
with different hyper-parameters. In the case of a = 0 or
«a = 1, only the student classifier or teacher classifier pro-
duces meaningful results and the another one degrades into

ITERL)

random guess. We denote these random guess as “-".

B.3. Sequential Training Results

The results of sequential training in the main submission
are obtained with the regular training procedure. That is
to say, we adopt SGD with 0.9 Nesterov momentum and
5 x 10~* weight decay. The total training epoch is set to
240 and the learning rate is divided by 10 at 150th, 180th

Learning Rate ‘ Test Accuracy

0.01 52.03 £0.15
0.05 51.97 £ 0.19
0.1 52.01 £0.17
0.5 51.93 £0.20

Table S.6. Training a new classifier from scratch with different ini-
tial learning rates (Student: ResNet-8x4, Teacher: ResNet-32x4).

and 210th epochs. The initial learning rate is set to 0.01 for
MobileNet/ShuffleNet-series architecture and 0.05 for other
architectures. The mini-batch size is set to 64.



Input (¢3) Output (¢5) Input (¢3) + Output (¢5)
Accuracy 78.08 + 0.15 77.09 + 0.09 77.88 £ 0.30
Loss function  [[f* = f°IF  [W'f' = W'fI3  |If' = fFI3+ W' f —W'f3
Gradienton f* —2(ft— %) —2W! Wt (ft— %)  —2{(T+ W WH(f — £)}

Table S.7. Comparison of different loss functions (Student: ResNet-8x4, Teacher: ResNet-32x4). We omit the projector P(-) for simplicity.

Student WRN-40-1 ResNet-8x4 ResNet-110 ResNet-116 VGG-8 ResNet-8x4 ShuffleNetV2
4 71.92 +0.17 73.09 + 0.30 74.37 £ 0.17 74.46 + 0.09 70.46 + 0.29 73.09 + 0.30 72.60 + 0.12
r—g 67.20 + 0.35 76.73 + 0.20 71.71 + 1.00 71.96 + 1.09 74.74 + 0.15 66.26 + 0.98 77.49 + 0.31
B (0.55%, 1.05%) 0.35%,2.11%)  (0.18%, 0.35%) (0.18%, 0.33%) (0.90%, 0.86%) (-0.17%, 0.73%)  (-0.35%, 3.76%)
! 74.29 + 0.03 77.88 + 0.41 77.14 + 0.22 77.18 + 0.21 75.62 + 0.28 75.57 +0.03 78.21 + 0.20
- (0.99%, 2.81%) 0.94%, 5.67%) (0.32%,0.92%) (0.32%,0.87%) (1.62%,2.19%) (0.41%, 1.78%) (0.58%, 8.85%)
_9 75.56 + 0.27 78.08 + 0.15 77.82 + 0.15 77.90 £+ 0.11 75.76 + 0.12 76.75 + 0.23 78.39 + 0.27
"= 2.5%,8.77%)  (2.88%, 17.34%) (0.82%,2.88%) (0.82%,2.73%) (2.98%,6.23%) (2.18%,5.02%)  (3.16%,23.01%)
S 75.95 +0.30 78.80 £ 0.13 78.00 + 0.26 78.15 + 0.30 75.98 £0.21 76.96 + 0.07 78.66 + 0.08
- (7.95%, 30.35%) (9.71%, 58.51%)  (2.6%, 9.96%) (2.6%,9.43%) (11.05%, 19.87%) (8.16%, 15.96%) (11.33%, 67.77%)
Teacher WRN-40-2 ResNet-32x4 ResNet-110x2 ResNet-110x2 ResNet-32x4 ‘WRN-40-2 ResNet-32x4
76.31 79.42 78.18 78.18 79.42 76.31 79.42

Table S.8. Top-1 test accuracy (%) and pruning ratio (the first element in parenthesis) of SimKD with various dimension reduction factor
r on CIFAR-100. We also provide the ratio of the projector parameters to the student parameters (the second element in parenthesis).

Table S.6 gives additional results with different initial
learning rates. It is shown that the student accuracy always
stays at about 50% when the learning rate ranges from 0.01
to 0.5, which indicates the difficulty of training a satisfac-
tory student classifier from scratch. In contrast, our SimKD
achieves 78.08 + 0.15 test accuracy without any classifier
retraining but just reusing the pre-trained teacher classifier.

B.4. Comparison of Loss Function

The default feature alignment loss in our main submis-
sion is implemented in the preceding layer of the teacher
classifier with a /5 loss. Its result is reported in the second
column of Table S.7. Another implementation is to calcu-
late the loss in the succeeding layer of the teacher classi-
fier with a loss function |[W*ft — W'P(f%)|]3, and we
report its results in the third column of Table S.7. From Ta-
ble S.7, we find that our default feature alignment loss per-
forms best. Moreover, the gradient comparison of different
loss functions indicates that the effect of “Output (¢3)” is
to calibrate the gradient of “Input (¢3)” with a symmetric
matrix Wt W,

B.5. Comparison of Pruning Ratio

Table S.8 and S.9 present the top-1 test accuracy and the
cost of pruning ratio (the first element in parenthesis) of
SimKD versus different dimension reduction factors. We
also provide the ratio of the projector parameters to the
student parameters (the second element in parenthesis) for

comparison. We make those results bold when SimKD
achieves state-of-the-art performance and the added projec-
tor only requires less than or about 3% pruning ratio cost.

In some cases such as “MobileNetV2x2 & ResNet-
32x4” and “ShuffleNetV1 & ResNet-32x4” with r = 8, we
can see that the pruning ratios of SimKD are even higher
than the vanilla KD training, and all competitors accord-
ingly. Moreover, SimKD achieves the second best per-
formance on “ShuffleNetV2 & ResNet-32x4” with r = 8
(SimKD: 77.49%, the best performance is achieved by
SemCKD: 77.62%), “ShuffleNetV2x1.5 & ResNet-32x4”
with »r = 8 (SimKD: 78.96%, the best performance is
achieved by SemCKD: 79.13%), and “ShuffleNetV2 &
ResNet-110x2” with » = 4, (SimKD: 77.35%, the best per-
formance is achieved by SemCKD: 77.67%). Although the
projector needs retaining during the whole training and test
stages, a series of trade-off experiments between test ac-
curacy and pruning ratio show that the extra parameters it
brought are negligible in most cases.

We further extend our technique to the situation where
more deep teacher layers are reused for student inference
and analyze the accompanying trade-off between accuracy
enhancement and complexity increase. As shown in Ta-
ble S.10, “SimKD+” and “SimKD++" achieve higher per-
formance than “SimKD” but they also bring about a sharp
drop of the pruning ratio, which indicates that simply
reusing the final teacher classifier strikes a good balance be-
tween performance and parameter complexity.



Student ShuffleNetV1 WRN-16-2 ShuffleNetV2 MobileNetV2 MobileNetV2x2 WRN-40-2 ShuffleNetV2x1.5
u 71.36 £ 0.25 73.51 £ 0.32 72.60 £ 0.12 65.43 + 0.29 69.06 + 0.10 76.35 £ 0.18 74.15+£0.22
=3 76.68 + 0.20 75.41 +0.17 73.50 £ 0.77 61.78 £ 1.21 74.97 + 0.14 78.55 £ 0.33 78.96 £ 0.15
- (-0.29%, 5.16%) 0.47%, 3.13%)  (-0.99%, 1.55%)  (-4.00%, 3.08%)  (-0.58%,2.51%) (0.13%, 0.98%) (-0.35%, 1.98%)
4 77.22 £0.22 76.69 + 0.23 7735 £0.18 69.43 £+ 0.21 75.56 + 0.34 79.23 + 0.06 79.48 £+ 0.12
- 0.60%, 12.12%)  (1.01%, 8.81%)  (-0.63%, 3.39%) (-2.67%, 6.77%) (0.45%, 5.78%) 0.27%, 2.75%) (0.58%, 4.65%)
9 77.18 £ 0.26 77.17 £+ 0.32 78.25 + 0.24 70.71 £+ 0.41 75.43 £ 0.26 79.29 + 0.11 79.54 + 0.26
- (3.14%, 32.03%) (2.84%,28.13%) (0.31%,8.19%) (0.52%, 15.62%) (3.26%, 14.66%) (0.76%,8.78%) (3.16%, 12.09%)
1 77.58 £ 0.36 77.65 £ 0.24 78.58 +£0.22 70.90 £ 0.17 75.71 £0.20 79.26 £ 0.17 79.72 £ 0.24
"= (11.20%, 95.15%) (9.45%,98.01%) (2.99%, 21.83%) (9.43%, 40.34%) (11.87%,41.86%) (2.55%,30.59%) (11.33%, 35.61%)
Teacher ResNet-32x4 ResNet-32x4 ResNet-110x2 WRN-40-2 ResNet-32x4 ResNet-110x4 ResNet-32x4
79.42 79.42 78.18 76.31 79.42 80.20 79.42

Table S.9. Top-1 test accuracy (%) and pruning ratio (the first element in parenthesis) of SimKD with various dimension reduction factor

r on CIFAR-100. We also provide the ratio of the projector param

| Test Accuracy — Pruning Ratio

Student 73.09 £ 0.30 83.40%
SimKD 78.08 + 0.15 80.52%
SimKD+ 78.47 + 0.08 19.21%
SimKD++ | 78.88 & 0.05 15.97%
Teacher 79.42 0%

Table S.10. Comparison of reusing different teacher layers.

B.6. Visualization

We adopt ResNet-8x4 as the student model and ResNet-
32x4 as the teacher model for visualization experiments.

Ten randomly selected classes in the main submission
includes “road”, “bee” , “lawn_mower”, “bottle”, “shrew”,
“bridge”, “man”, “mouse”, “sweet_pepper”’ and “cattle”.
We further visualize all 100 classes on CIFAR-100 with t-
SNE in Figure S.2. The visualization results show that with
the help of a simple /5 loss, the extracted features from
teacher and student models become almost indistinguish-
able in SimKD, which ensures the student features to be
correctly classified with the reused teacher classifier later.
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