Appendix of Multi-Modal Dynamic Graph Transformer for Visual Grounding

1. One-step Evaluate-and-rank Matching Ar-
chitecture

In the main content of our paper, we summarize the
proposed state-of-the-art visual grounding (VG) methods
[4,6,7,18,21,25,32,33, 44, 49] into one-step evaluate-
and-rank matching architecture. It is desired to empha-
size that this is a rough classification as these works, such
as [7], utilize box regression and box refinement, to pre-
dict the bounding box for the text query. Besides, works
such as [0, 21] potentially leveraged the idea of progressive
learning to adjust and refine the attention scores to predict
tight bounding boxes for the text query. However, we ar-
gue that mechanisms, such as box regression behave as a
tool to obtain matched region-query pairs. Compared with
our work that gradually searches the target bounding boxes
from scratch, i.e., some randomly initialized boxes, these
methods inherently belong to a matching architecture in-
stead of a searching architecture. More importantly, they
generally perform the one-step evaluate-and-rank process to
predict the target box once without continuously fine-tuning
the bounding boxes in the learning process. Particularly in
works [6, 21], the progressive learning idea was adopted to
obtain an accurate attention assignment [6] or to discover
the full latent alignments [21]. Nevertheless, the box pre-
diction is performed once based on the learned attention
scores to obtain unadjustable region-text matching, making
them follow the one-step evaluate-and-rank matching archi-
tecture.

2. Effectiveness of Progressive Learning in Vi-
sual Grounding

Progressive learning (PL) is the iterative-based method
in which the main idea is to complete one task by approach-
ing the objective gradually. The primary characteristic of
PL is to shrink the solution search field in each step by suf-
ficiently modeling the detailed information, thereby achiev-
ing more accurate results than the one-step manner. Thus,
many computer vision works introduced the PL to complete
image recognition [ | 2], visual attribute prediction [37], and
visual reasoning [20]. Then, the benefits of PL used in vi-
sual grounding [5, 6, 9, 11, 31, 38, 43, 48] are attributed
to three aspects. Our M-DGT integrates these three advan-

tages of PL into an end-to-end trainable framework through
transformers and multi-modal graph neural networks.

Firstly, visual grounding is a complex task in which the
model needs to obtain specific bounding boxes that match
the text input from an image containing infinite regions.
The PL can achieve the idea of divide and conquer, thereby
converting this task into many easy-to-solve subproblems.
Then, the learning of each sub-problem can benefit from
sufficient information and more straightforward objectives.
Many works have proven that this can lead to more accu-
rate results with a lightweight model. For example, com-
pared with conventional methods [32, 34, 39] that require
an external region proposal model to obtain region candi-
dates, the PL-based method [9] can achieve better perfor-
mance with lower time-consumption.

Secondly, PL can effectively capture the required target
information from the original input with redundant, irrele-
vant, and interference information. More specifically, un-
like the idea that processes the image as a whole, PL can
gradually detect and filter out irrelated regions to shrink the
attention to target ones. Each stage of PL is able to utilize
relatively adequate information to model a simpler objec-
tive, leading to a stable, efficient, and accurate learning pro-
cess. For example, in the work [6], starting from a rough
semantic that is easy to be located, the proposed model can
refine the semantic expression in each step to reduce the
scope of localization information. The idea proposed in the
work [20] presents an iterative inference pipeline to con-
tinuously adjust the attention between the subject and the
object to localize two entities.

Thirdly, in the architecture with a one-step prediction
manner, many regions are estimated simultaneously without
further adjustments. This always requires a well-prepared
input such that there are small deviations between candi-
dates and targets. Otherwise, this leads to suboptimal and
low-quality results. However, by working directly on the
whole information that contains target regions, PL-based
methods can continuously adjust the learning process to
reach these objections without missing useful parts. Specif-
ically, due to the sustainable optimization property of PL,
the model can produce tighter bounding boxes through fas-
tidious learning. For example, as discussed in the work [12],
through recursive learning to discriminate regional attention
and region-based feature representation, fine-grained image



recognition can be achieved.

3. Graph Backbone Network

Graph neural networks (GNNs) [2, 3, 15, 17, 30, 36, 42]
have been extensively utilized in many domains. GNNs are
connectionist models that capture the dependence of knowl-
edge via message passing between nodes of the graph. Un-
like standard neural networks, GNNSs retain a state that can
represent information from their neighborhood with arbi-
trary depth. Therefore, graph structure can organize un-
structured information directly and then learn it efficiently.

As shown by existing works [18, 25, 40, 41] in visual
grounding, the graph is a natural way to model multi-modal
semantic relations. Working on the multi-modal informa-
tion built with the graph makes the learning process ef-
fectively model non-linear relations to improve the perfor-
mance. For instance, as pointed by the work [25], there
are inherent correspondences between the language graph
and the visual graph. Thus, converting the visual grounding
into the multi-modal graph matching can directly exploit
the phrase and visual object’s inter-relations to boost per-
formance. In addition, visual reasoning behaves as a major
requirement in visual grounding. The effectiveness of graph
structure in visual reasoning is proven by the work [18].

Our work is motivated by the achievements of applying
the graph structure in visual grounding. However, instead
of consistently trapping in the one-step matching architec-
ture, our work pioneered to propose the search-based vi-
sual grounding achieved by a dynamic graph method. Thus,
visual grounding is reformulated into a progressively op-
timized visual semantic alignment process with the graph
as the backbone network. Besides, we embed the text
query and visual information to each node to instantiate
the multi-modal graph. Then, in each search step, the spa-
tial information and inter-modal relations are modeled by
this multi-modal graph to gradually locate target regions,
thereby achieving progressive learning in visual grounding.

Fig. 1 presents an instance of how to construct the graph
structure in our work. Firstly, similar to the method such
as faster-RCNN that generates anchors based on the feature
map grid from CNN network, our work generates anchors
with a single scale 128 x 128, the stride 128, and constant
aspect ratios (1, 1). These anchors are used as the initializa-
tion bounding boxes in our M-DGT. Then, these boxes are
converted to nodes of the graph by utilizing the box cen-
ter as the spatial position of the node. Finally, the graph
constructs edges by connecting each node with its directly
connected neighbors.

There are several advantages of using the graph struc-
ture as the backbone network in our method. The major
challenge in search-based visual grounding with progres-
sive learning is to pass the information from local to global
efficiently. The graph provides an effective way to achieve
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Figure 1. An instance of how to generate the initialization boxes
and the corresponding graph.

this by forwarding the information through the multi-hop
path. Then, the learning of each node depends on its con-
nected neighbors and other related nodes. As the node can
selectively learn from nodes with approximate features, this
learning process can be stable and convergent. Otherwise,
transforming a node to target ones can be damaged if there
are large deviations. In addition, the graph is an effective
way to present spatial information, especially the relative
positions of nodes. This also ensures that the node can only
be transformed based on the information passed from its
similar neighbors.

4. Dynamic Graph in M-DGT

Our search-based visual grounding builds upon the idea
of combing progressive learning with graph transformation.
As each node in the graph corresponds to one box in the im-
age, adjusting the boxes to the ground truth is equivalent to
the transformation of the graph. Thus, the spatial and multi-
modal information of nodes in the graph will change over
iteration. Besides, the graph layout, including nodes and
edges, is also refined to facilitate visual-phrase reasoning
during the transformation. Therefore, the graph is gradually
shrunk to the target layout in which the nodes correspond to
regions matched with the query.

Therefore, the whole learning process can be presented
as a series of dynamic graphs. As shown in Fig. 2, start-
ing from the initialization graph, our proposed multi-modal
dynamic graph transformer (M-DGT) transforms the graph
to approach the ground truth regions progressively. Dur-
ing this learning process, M-DGT constructs the dynamic
graph.

Another critical point of M-DGT is that edges and nodes
of the graph are pruned in each iteration step. As shown by
the second row of the right sub-figure in Fig. 2, compared
with the initialization graph when o = 1, there are fewer
nodes and edges with the increase of the iteration number
o. Correspondingly, in the first row of the right sub-figure,
we present the graph transformation without pruning nodes
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Figure 2. An instance of the dynamic graph that gradually shrink
to the target layout corresponding to the ground truth regions. In
the left sub-figure, the first row shows the initialization graph, and
the second two presents the final predicted bounding boxes drawn
by the red rectangle. The right sub-figure presents the graph trans-
formation in each iteration. The first row presents the dynamic
graph without using graph transformer. In contrast, the second
two presents the results obtained by utilizing the graph trans-
former.

and edges. In this case, more iterations and computations
are required to reach the ground-truth regions. Besides, as
can be seen in our experiment shown in subsection 5.3 of
main content, without applying the graph transformer, our
M-DGT spends a long inference time to obtain a relatively
low accuracy in both Flickr30k Entities [34] and RefCOCO
datasets [47].

5. Limitations of M-DGT

The limitations of M-DGT mainly exist in three aspects.
Firstly, M-DGT is significantly difficult to be trained. More-
over, it is susceptible to parameters initialization. We par-
ticularly rely on Optuna [1] to search for effective hyperpa-
rameters. Meanwhile, sometimes the model learning does
not converge during the training process, so we need to
restart the training. Secondly, the non-backtracking search
method of M-DGT makes it difficult to relocate accurately
once the output bounding boxes leave the target regions dur-
ing iterations. Besides, the situation of leaving the target
regions damages the training and causes the accumulation
of errors. This limitation can specifically be observed in the
Fig. 11 and Fig. 12. Thirdly, as shown by Fig. 9, M-DGT
focuses on locating large objects and tends to ignore small
ones. The imbalanced positioning problem caused by the
algorithm design has not yet been solved with a good solu-
tion.

6. Implementation Details

This section describes the implementation details for
our proposed multi-modal dynamic graph transformer (M-
DGT) and the conducted experiments.

6.1. Node Transformation as 2D Transformation

As described in the main content, each node in the graph
corresponds to one box in the image. The node transformer
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Figure 3. Four instances about how to generate final bounding
boxes from the predicted boxes.

of the M-DGT essentially operates the 2D transformation
on bounding boxes to approach ground-truth regions. To
achieve this, we regard the box as the rectangle in 2D space
and define the box transformation as the affine transforms
with translation and scaling transformation in 2D space.
Thus, this transformation operation can be formulated by
matrix multiplication in homogeneous coordinates. For one
coordinate (x,y), the corresponding transformation matrix
is as follows:

s1 0 rf| |z z/
0 sz 72| (Y| = |V (1
0 0 1 1 1

where the 1,73, 51, 59 are the output of the node trans-
former.

6.2. Obtain Final Bounding Boxes

Our M-DGT outputs a matrix with the shape N x P
where N and P are the numbers of nodes in the graph and
phrases in the query, respectively. The subfigure in the first
row of Fig. 3 presents an example of the produced matrix.



In summary, we operate two easy-to-compute steps to de-
cide the bounding boxes.

Firstly, each row of the matrix demonstrates the match-
ing score between one node and the query phrases. Then,
we select the node-phrase pair with the maximum matching
score in each matrix row. By doing this, we know which
query phrase corresponds to the bounding box of the node.
This leads to the results shown in the second column of
Fig. 3, where each bounding box is colored the same as
the corresponding phrase. Secondly, applying DIOU [51]
to remove the abundant bounding boxes achieves the best
performance for M-DGT. Thus, we obtain the final bound-
ing boxes as shown in the third column of Fig. 3.

Based on this method, we present three phrase localiza-
tion instances from the Flickr30k Entities dataset and one
referring expressions instance from the RefCOCO dataset
in Fig. 3. These examples also demonstrate that our M-
DGT can handle the one-to-one matching and one-to-many
matching challenges. In the one-to-one example shown in
the first row, one phrase corresponds to one bounding box.
In the one-to-many example shown in the second and third
row, one phrase corresponds to multiple bounding boxes.
Especially in the third row, one final bounding box is cov-
ered by another one.

6.3. Training Settings

This subsection mainly describes the detailed informa-
tion of datasets and architecture settings utilized in our ex-
periments.

Flickr30k Entities. Flickr30k Entities [34] is phrase local-
ization dataset that augments the original Flickr30K [45]
with region-phrase correspondence annotations. It links
31,783 images in Flickr30K [45] with 427K referred en-
tities. We use the common splits used in previous works
[7, 32, 34] to obtain 29783, 1000, and 1000 images for
train, validation, and test, respectively. There are mainly
two challenges in this dataset. Firstly, each image con-
tains dense bounding boxes that can overlap with each other.
Secondly, one phrase may correspond to multiple bounding
boxes, i.e., one-to-many. Our M-DGT can effectively han-
dle these two challenges.

RefCOCO. Three referring expression datasets, including
RefCOCO [47], RefCOCO+ [47], and RefCOCOg [27], are
based on the images of the COCO dataset [23]. Then, a
piece of text is used as a referring expression to describe
a unique object in an image. Thus natural language re-
ferring expressions are used to describe objects in images.
Specifically, no restrictions are required on the type of lan-
guage text used in the referring expressions of the Ref-
COCO [47] dataset. Expressions of the RefCOCO+ [47]
are constrained on the purely appearance-based description
following a computer vision-based perspective. Thus, no
location-based description is allowed in RefCOCO+ [47]

dataset. As the annotations of RefCOCOg [27] are col-
lected in a non-interactive setting, it has a more detailed de-
scription of objects compared to RefCOCO [47]. Thus, Re-
fCOCOg [27] has 8.4 words per expression compared with
a short 3.5 words in the RefCOCO [47]. There are 19, 994
and 19, 992 images in RefCOCO [47] and RefCOCO+ [47]
datasets, respectively. Specifically, RefCOCO [47] consists
of 142,209 refer expressions for 50,000 objects while Re-
fCOCO+ [47] has 141, 564 expressions for 49, 856 objects.
Also, following the official splits of RefCOCO and Ref-
COCO+ [47], the samplers are split into train, val, testA,
and testB. The testA and testB have different focuses in
evaluation. The testA set has multiple persons, while testB
has multiple objects from other categories. RefCOCOg [27]
has 25,799 images with 49, 856 referred objects and ex-
pressions. We utilized the commonly used split protocol
RefCOCOg-google [28] in our experiment.

ReferItGame. ReferltGame [19] dataset contains 130,525
expressions for referring to 96,654 objects in 19,894 images
of natural scenes collected from the SAIAPR-12 dataset
[10]. Following the settings in the work [7], we split the
samples into three subsets. For the train set, we have 54, 127
referring expressions. We have 5, 842 and 60, 103 referring
expressions for the test set and validation set, respectively.

Architecture. The ResNetl18, ResNet50, and ResNet-101
[14] are utilized to extract the visual features. For the image
with shape H x W x 3, we utilize the image preprocessing
method in the work [35] to prepare the input for our M-
DGT. Then, the backbone feature map is the output H' x
W' x C of the final convolution layer. BERT [8] is used for
the language embedding, while The official tools provided
in [26] are used to extract inter-phrase dependencies. For
the initialization of boxes, the boxes with size 128 x 128 and
the stride 128 are generated to cover the image. Then, for
each box (i.e., the anchor) in the image, the corresponding
feature is cropped from the backbone feature map and then
is processed by the RoiAlign [13] to generate a 5 X 5 X
C feature. The common space dimension is 512. Fig. 4
presents the detailed information of the architecture and the
hyper-parameters of M-DGT in our experiment.

Additional details. (1) As we illustrated in Section 3 of the
appendix, we followed the faster-RCNN to rescale the im-
age with a minimum size of 800. The CNN backbones are
initialized with the weights pre-trained on the MSCOCO
dataset following previous works to make a fair compari-
son. (2) The ground-truth annotations are only utilized in
the training stage as our M-DGT is a supervised model. (3)
As we mentioned in Section 6 of the appendix, M-DGT is
hard to train potentially because of its complexity. It costs
approximately 21 hours to train based on one Tesla P100
GPU. The inference time listed in Table 1 is computed by
performing tests on NVIDIA 1080TT as previous one-stage
works [44] for a fair comparison. (4) The initialization
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Figure 4. The detailed configurations of our experiments.

boxes with size 128 x 128 and the stride 128 are generated
to cover the image. The 48 is the average number of initial
boxes generated for test images.

Language embedding. In the experiments, we compare
the M-DGT performance of using three types of language
embedding methods, including Word2vec [29], LSTM, and
Bert [8]. Specifically, for the Word2vec, the phrase fea-
ture is obtained by averaging the features of words. For
the LSTM, each word is presented as a one-hot embedding,
and then a pre-trained bi-directional LSTM is applied to en-
code the expression. For the Bert, we obtain the phrase fea-
ture vector by weighted sum word features embedded by the
Bert [8]. For the language embedding part of our M-DGT,
we directly utilize the pre-trained models without training
them during the learning process.

7. Supplement Quantitative Results

We first present the experimental results on the Refer-
ItGame [19] dataset. Then, under the IoU threshold ranges
from 0.3 to 1, the accuracy of our M-DGT is compared with
alternative leading visual grounding methods to show that
M-DGT can get tighter bounding boxes. Finally, we pro-
vide detailed experimental results of M-DGT on Flickr30k
Entities to demonstrate that our M-DGT can effectively ad-
dress the one-to-many issues in the phrase grounding.

7.1. Supplementary on ReferItGame

Table 1 presents the accuracy of leading methods on
the ReferltGame dataset with the IoU threshold 0.5. Our
M-DGT achieves the best performance as compared with
all other methods. With the ResNet-50 backbone, M-

Table 1. Comparisons with state-of-the-art methods on the test
set of ReferltGame [19] in terms of top-1 accuracy (%) with IOU
threshold 0.5.

Visual Region Language .
Method Backbone Pmpgosals Embiddigng Acc@05 Time (ms)
CMN[ 6] VGG16 Faster-RCNN N=300 LSTM 28.33
VC[50] VGG16 Faster-RCNN N=200  Word2vec, FV 31.13 -
DDPN[49] ResNet101  Faster R-CNN N=100 LSTM 63.00 196
CITE[32] ResNet101  Faster R-CNN N=200 Word2vec, FV 35.07 184
Two-branch[39] ResNet101 Edgebox N=200 Word2vec, FV 34.54 -
MAttNet [46] ResNet101  Faster R-CNN N=200 LSTM 29.04 314
OneStageVG [44]  DarkNet53 None Bert 60.67 38
RCCF [22] DLA-34 None LSTM 63.79 25
ReSCLarge [43] DarkNet53 None Bert 64.60 36
TransVG [7] ResNet-50 None Bert 69.76 61.77
TransVG [7] ResNet-101 None Bert 70.73 61.77
M-DGT_FV ResNet50 None Word2vec, FV 72.96 61
M-DGT_LSTM ResNet50 None LSTM 71.3 68
M-DGT_Bert ResNet18 None Bert 71.04 56
M-DGT_Bert ResNet50 None Bert 72.41 80
M-DGT_Bert ResNet101 None Bert 73.63 (1 2.9%) 93

DGT obtains 72.41% accuracy that outperforms the cur-
rent best method TransVG but utilizes 5.77ms less in-
ference time than it. After using a stronger ResNet-101
backbone, the performance of M-DGT boosts to 73.63%,
which is 2.98% higher than the TransVG. Nevertheless, our
method still maintains a competitive inference time that is
31 ms higher than the TransVG. Compared with the fastest
method RCCF, M-DGT spends 68ms more inference time
but achieves 9.84% higher accuracy.

7.2. Bounding Boxes Tightness Comparison

With the idea of progressive semantic search, our frame-
work has the ability of meticulous regional adjustment that
leads to the tighter predicted regions for the query, which
is reflected in maintaining high accuracy under high IoU
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Figure 5. The accuracy Acc(%) of methods under IoU threshold range from 0.35 to 0.9. (a) presents the comparison results of DDPN [49],
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thresholds. As shown in Fig. 5, when the IoU threshold
is greater than 0.5, our proposed M-DGT can still main-
tain high accuracy without a significant drop in the perfor-
mance until the IoU threshold reaches 0.7, 0.75, and 0.65 on
Flickr30K Entities [34], ReferltGame [19], and RefCOCO
[47] datasets, respectively. Besides, compared with other al-
ternative state-of-the-art methods, M-DGT obtains the high-
est grounding boxes under IoU threshold 0.9. And, the cor-
responding accuracy is often 9% higher than the second-
best method. These experimental results solid prove that
the utilization of the progressive search based on the graph
leads to tighter bounding boxes for the query. The insight is
that M-DGT can continuously optimize the bounding boxes
to approach the ground truth regions. Also, each box can
receive sufficient information from other boxes through the
graph structure to make the visual reasoning. This is also
proven by the qualitative results in Fig. 10. M-DGT builds
the first graph based on the initialization boxes that cover
the image. Then, in the connected path, each node in the
graph can exploit sufficient spatial and multi-modal infor-
mation from all other nodes to adjust its bounding boxes,
thereby gradually approaching the target regions. During
this process, as shown in Fig. 10, we can obtain dynamic
graphs that progressively shrink to the target layout in which
the nodes correspond to the tight bounding boxes.

7.3. One-to-many Challenge

In the phrase grounding task of Flickr30k Entities dataset
[34], the one-to-many challenge is that one phrase corre-
sponds to larger than two bounding boxes. In existing
works, the authors count one correct prediction once the
precited bounding box matches one of the ground truth
boxes. In this way, these methods ignore the one-to-many
challenge. However, as our M-DGT models search-based
progressive learning with multi-modal graph transformer,
it naturally has a strong ability to address the one-to-many
challenge. As shown by Fig. 6, M-DGT obtains correct pre-
dicted bounding boxes in most cases. Mainly when each

], and our M-DGT. (b) presents the comparison results of OneStageVG [
] and VS-graph [18].

], DDPN [49], and ReSCLarge
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Figure 6. We obtained the detailed performance of M-DGT for
the one-to-many challenge on the Flickr30k Entities test set that
contains 1000 images. The ground truth is the given boxes for
each phrase. Then, for each phrase, we count the correct prediction
once predicted boxes correctly match the ground truth boxes. The
IoU score of each predicted box and the corresponding target box
exceeds 0.5.

phrase corresponds to two bounding boxes, the accuracy
is 85.84%. We present two instances in Fig. 7. Besides,
M-DGT obtains around 50% accuracy when the number of
bounding boxes per phrase ranges from 6 to 10. Two corre-
sponding instances are presented in Fig. 8.

8. Supplement Qualitative Results

We present more qualitative results from the Flickr30k
Entities [34], RefCOCO [47], RefCOCO+ [47], and Ref-
COCOg [27] datasets.

Fig. 10 shows some success instances obtained by M-
DGT in the Flickr30k Entities dataset. Fig. 9 shows
some instances that have errors obtained by M-DGT in the
Flickr30k Entities dataset. Fig. 11 and Fig. 12 show some
typical mistakes made by M-DGT in the RefCOCO [47] and



Figure 7. The results obtained by M-DGT on two instances of the
Flickr30k Entities dataset. For each subfigure, the first row in the
first column presents the original image and the predicted bound-
ing boxes. The color for ground truth boxes is black, while the col-
ors of predicted boxes are consistent with the corresponding query
phrases. The first row in the second and third columns presents the
output bounding boxes in the learning process. The second row of
these two columns presents the corresponding graphs.

RefCOCO+ [47], respectively. Then, Fig. 13 presents two
inaccurate instances of M-DGT on RefCOCOg [27] dataset.
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