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1. Introduction
In the supplementary materials, we first present the de-

tailed algorithmic description of the REGO for DETR. We
also include more implementation details. We then discuss
how the REGO can improve DETR for free during infer-
ence. Lastly, we present some additional qualitative results
about how our REGO module can help reveal the object re-
lations that are useful for detection.

2. More Descriptions
Processing Algorithm In general, the REGO follows the

algorithm described in Alg. 1 to process the visual features
within each stage. We will release the code shortly.

Algorithm 1 Processing of i-th REGO Stage

Require: Hdec(i− 1), Obox(i− 1)
Ensure: Hdec(i), Obox(i), and Ocls(i)

1. Calculate RoIs by enlarging bounding box areas of
Obox(i− 1) according to a scale α(i)
2. Extract glimpse features V (i) based on enlarged RoIs;
3. Perform multi-head attention on glimpse features V (i)
and Hdec(i− 1) to obtain decoded features Hg(i);
4. Concatenate Hg(i) and Hdec(i − 1) to obtain refined
attention modeling outputs Hdec(i) of current stage;
5. Predict object bounding boxes Obox(i) and corre-
sponding labels Ocls(i) using Hdec(i);

More Implementation Details In addition to the details
discussed in the paper, we would also like to mention the
following aspects of implementation. In particular, regard-
ing the extraction of multi-scale features, this can be easy
for applying REGO on DETR methods like Deformable
DETR [3] that already extract multi-scale features for atten-
tion modeling. When applying the REGO on DETR meth-
ods like the original DETR [1] that only extract the single-
scale feature from the last convolutional stage of the back-
bone, we attach 1×1 convolutions on the output of different
convolutional stages (stage level 2 to stage level 5) to obtain

Inference Method AP AP50 AP75 APS APM APL

Deformable DETR [3] 43.8 62.6 47.7 26.4 47.1 58.0
Inference w/ REGO 45.9 65.2 49.7 27.6 48.9 61.5
Inference w/o REGO 44.9 65.0 48.7 26.5 48.4 61.1

Table 1. Performance comparison of whether using REGO for
inference. Deformable DETR [3] is used as baseline. The models
related to the performance of inference with or without REGO all
use REGO for training.

multi-scale features. In this case, the attached 1×1 convo-
lutions reduce the channel numbers to 256. Note that we
do not use FPN for extracting multi-scale features to save
costs. Besides, for the ’DC5’ DETR variants which use
single-scale features but enlarge the scale of the last con-
volutional stage, we still attach 1×1 convolutions to extract
features and reduce channel numbers, except that the fea-
tures of the last convolutional stage is down-sampled to its
normal scale (i.e., 1/32 of the input image) to save costs.

In addition, in the REGO, we use different weight pa-
rameters to initialize the decoders of different stages, thus
the decoder at each stage can be trained to be more sensitive
to the glimpse features of the corresponding stage. At each
stage, to stabilize training, we follow [2] and do not back
propagate gradients into the outputs of the previous stage.

3. Improve DETR For Free
As mentioned in our paper, the proposed REGO method

can improve the DETR for free during inference. This
means that, after training with REGO, the obtained DETR
model can still achieve improved performance by remov-
ing the REGO from the detection pipeline during inference.
Table 1 shows the results evaluated on MS COCO val set.
We use the Deformable DETR [3] as our baseline DETR
method.

From these results, we can find that the complete REGO
method (training and inference) improves around 2 points
in AP, and the Deformable DETR trained with REGO but
tested without REGO still achieves around 1 point gain in
AP comparing to the baseline method. This demonstrates
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Figure 1. Illustration of using the REGO to reveal object relations. Each figure of the top row shows one of the detected objects of the
previous stage, and each figure of the bottom row shows the most related detection results of the previous stage discovered by the decoder
of the REGO. Results are obtained from the last stage of the REGO.

that the REGO is effective to enhance the feature of the orig-
inal DETR method based on the RoI-based refinement pro-
cedure, which also suggest that the proposed REGO method
can indeed improve the attention modeling in DETR during
optimization. By removing the REGO, the obtained 1 point
improvement does not introduce any extra complexity for
inference comparing to the baseline DETR method.

4. Learned Object Relations

As described in the paper, the decoder of the REGO in
each stage correlates the glimpse features extracted based
on previously detected bounding boxes with the previous
attention modeling outputs corresponding to the same set
of detected bounding boxes. Therefore, the obtained corre-
lation results can reveal the relations between any two de-
tected bounding boxes of the previous stage, and the detec-
tion results with higher correlation weights can be consid-
ered as more important for refining the attention modeling
outputs and detection results.

In Fig. 1, we show some examples of the objects with
the highest correlation weights w.r.t. a detected object from
the previous stage. From the presented figures, we can find
that the most related objects discovered by the REGO gen-
erally have strong semantic connections. For example, in
the first column, the ’fork’ and ’pizza’ are most correlated
for refining the detection related to the ’fork’ object; in the
fourth column, the ’person’ and the ’horses’ are most corre-
lated for refining the ’person’ object who is driving the car-
riage. Both examples are intuitive to human as well. This
illustrates that the REGO can help DETR explore the infor-
mation from semantically meaningful areas without wasting

attention on obviously irrelevant areas, which is beneficial
for improving the training efficiency and effectiveness of
attention modeling in DETR.
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