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dynamic? 26.4 43.8 55.9
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A. Network Architecture

Fig. 6(a) shows the detailed architecture of the Sparse
U-Net backbone in the 3D feature extraction network ®,
whereas Fig. 6(b) shows the architecture of the SparseConv
encoder in the proposal re-correction module ¥. Specif-
ically, they are constructed by repeated Sparse (De)Conv
ResBlocks, each with an architecture shown in Fig. 6(c).

B. Self-training Initialization Details

At the first round of the self-training (round 1), the learned
model ®(., 7)), which is trained only on the labeled point
clouds, generates poor pseudo labels on unlabeled data. As
the re-correction module has not been trained yet, these
pseudo labels cannot be denoised in proposal level. For
stable training, we only generate initial pseudo semantic
labels S*. At the pseudo-label generation stage, we select
points whose largest semantic class probability fall above 0.9
to generate the corresponding semantic labels, and spread
each label to all the points locally in a super-voxel for label
propagation, following [2]. Pseudo offset vectors O" are
not produced or involved in the training stage due to their
unknown quality. This initialization strategy facilitates the
self-training convergence and is removed at later rounds.

C. Additional Experiments

Ablations on instance certainty threshold. During the
pseudo-label generation stage in each self-training round,
only the instance proposal with an instance certainty score
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Table 9. Comparisons of using different instance certainty thresh-
olds for instance proposal filtering during the pseudo-label gener-
ation stage. The dynamic? means that we vary the threshold as
0.1—0.3—0.5—0.7—0.9 in the five self-training rounds, whereas
the dynamic| adopts an inverse threshold sequence of dynamic?.
These experiments were conducted on the ScanNet v2 validation
set with 5% labeled data.

(% mAP AP50 AP25
0.1 26.7 43.6 55.8
0.5 27.0 43.9 56.2

1 27.0 4.1 56.2

2 26.7 435 55.7
10 26.9 43.7 55.7

Table 10. Comparisons of using different loss ratios .. These
experiments were conducted on the ScanNet v2 validation set with
5% labeled data.

higher than a threshold will be involved later in the pseudo-
label update procedure; otherwise, the proposal will be dis-
carded. The final performance for adopting different thresh-
olds is shown in Table 9. Selecting extremely low (e.g.,
0.1) or high (e.g., 0.9) threshold values will lead to inferior
instance segmentation accuracy, as they either tend to pro-
duce inaccurate pseudo labels from the poor-quality instance
proposals or prevent many actually reliable instance propos-
als from generating pseudo labels. Dynamically setting the
threshold cannot bring significant performance improvement,
so we directly adopt 0.5 as the default threshold value.
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Figure 6. (a) The detailed architecture of the Sparse U-Net backbone in the 3D feature extraction network ®, mainly constructed by stacked
Sparse (De)Conv ResBlocks. (b) The architecture of the SparseConv encoder in the proposal re-correction module V. (c¢) The architecture of
the base module, i.e., Sparse (De)Conv ResBlock. N denotes the number of repeated layers and D denotes the output channel dimension.
Note that every (De)Conv layer is followed by a batch normalization (BN) layer and a ReLU operation.

Dataset Method 1% 3% 10% 20%
mAP AP5(] AP25 mAP AP5[) AP25 mAP AP50 AP25 mAP AP5() AP25
Sup-only 5.1 9.8 17.6 18.2 32.0 47.0 26.7 42.8 58.9 29.3 479 63.0
ScanNet v2 |PC [3] 7.2 12.5 20.3 19.4 354 48.5 27.0 439 59.5 30.2 49.5 63.6
TWIST 9.6 (145 17.1 (173 26.2 (156 [27.0 55 440 12y 56.2 192 |30.6 (139) 49.7 (169 63.0 (+a1) [32.8 (35 52.9 (150) 66.8 (133
TWIST + PC [3]|11.2 (+61) 19.5 (+97 30.4 (+128) [28.0 (+9.8) 45.5 (+135 57.3 (+103) |32.7 (+60) S1.1 (+83) 64.4 (+55)|33.9 (+46 53.3 (+54) 67.5 (445
Sup-only 9.0 12.7 20.7 21.5 30.4 42.8 25.2 36.8 48.3 29.9 41.2 54.5
S3DIS PC [3] 13.4 15.9 23.1 22.9 33.6 44.5 27.1 38.7 50.2 31.2 43.1 56.6
TWIST 17.9 159 22.5 105 270 164y |27 56 371 (v67) 48.6 (55 [33.6 (15.4) 45.6 (155 55.8 75 [36.7 65 48.4 172 59.7 (152
TWIST + PC [3]|18.6 (+9.6) 24.1 (+11.4) 28.7 (+80) [29.0 (+7.5 38.7 (+83) 49.8 (+7.0) |34.2 (+9.0) 46.4 (196 57.1 +88) |37.4 (+75 49.3 81 61.2 467

Table 11. Results on the ScanNet v2 validation set (top) and S3DIS Area-5 set (bottom) for different label ratios: 1%, 5%, 10%, and 20%.
“Sup-only” is the fully-supervised baseline model trained with only labeled data but no unlabeled data. From the results shown above, we can
see that combining TWIST and PointContrast [3] (the rows for TWIST + PC) brings consistent performance improvement on all metrics.

Ablations on loss ratio. During the training stage of each
self-training round, the 3D feature extraction network ¢ and
the proposal re-correction module V¥ are jointly optimized
with the objective £ = L® +aL¥. The experimental results
of using different « are presented in Table 10. Since ¢ and
¥ focus on individual learning tasks, different loss ratios
between them would impose minor impact on the overall
performance. Hence, we choose o = 1 as the default.

Combination with PointContrast [3]. To further validate
the complementary strength of TWIST with the existing
3D pre-training approaches, we experiment with the model
pre-trained on PointContrast [3], which is one of the 3D pre-
training frameworks. In this way, we can initialize the self-
training of TWIST in the first round. The comparison results
on two datasets are exhibited in Table 11, from which we
can see that combining TWIST and PointContrast (PC) leads
to consistent performance improvement on all metrics, e.g.,
1.0-2.1% mAP increase on the ScanNet v2 validation set for
all different label ratios.

Per-category results. We show the detailed per-category
performance on the ScanNet data-efficient benchmark for

comparison. The results trained with {1%, 5%, 10%, 20%}
training set as the labeled data are exhibited in Table 12.

D. More Visualizations

Last, we show quantitative visualization results produced
by TWIST when trained with only 10% labeled scenes on
the ScanNet v2 validation set in Fig. 7. Note that distinct
instances have different randomly-generated colors in the
visualizations, so ground truths and predicted instances may
not have the same color.
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L.R. | Method APs, || bath  bed bkshf cab chair cntr curt desk door ofurn pic rfrig showr sink sofa table toil wind
Sup-only 10.1 0.0 488 0.0 35 491 00 160 09 111 25 02 09 0.0 0.1 265 219 00 0.1
PC [3] 11.9 0.0 534 41 47 560 00 307 00 83 7.1 6.8 64 0.0 0.0 186 176 00 00
1% | CSC[1] 11.7 0.0 492 4.0 32 524 00 174 21 139 96 112 39 0.0 1.8 258 150 00 0.1
TWIST 14.2 0.0 526 00 105 605 50 279 3.6 148 109 13 148 00 72 256 21.1 00 00
TWIST+CSC [1] | 18.6 00 545 153 148 667 50 420 07 210 175 16 218 0.0 0.0 511 227 00 00
Sup-only 273 || 66.7 567 106 203 685 13 02 130 269 234 129 103 00 63 557 385 753 57
PC [3] 298 || 66.7 752 05 186 644 00 359 11.8 223 266 131 12 0.0 256 550 333 791 73
5% | CSC[I] 325 || 66.7 698 106 198 708 0.0 244 194 279 292 179 107 00 44.6 60.0 328 693 108
TWIST 40.1 || 66.7 73.0 349 387 791 29 471 261 292 346 248 235 00 360 66.6 358 889 142
TWIST+CSC[1] | 42.1 || 66.7 7577 333 358 770 08 43.6 254 361 372 224 378 143 303 643 44.6 88.9 242
Sup-only 413 || 66.7 720 442 288 735 05 326 138 302 329 204 445 498 229 657 452 889 115
PC [3] 432 || 667 757 560 278 740 03 435 123 309 347 109 522 429 223 739 434 944 149
10% | CSC[1] 440 || 667 737 418 218 79.1 94 328 185 251 382 273 565 539 377 588 371 100 1238
TWIST 46.6 || 66.7 728 567 343 785 29 51.6 122 365 440 343 356 429 455 748 43.6 882 185
TWIST+CSC[1] | 48.1 || 66.7 760 468 313 802 08 529 98 364 411 348 500 571 504 646 53.0 944 20.1
Sup-only 473 || 528 773 632 39.1 784 50 515 271 392 400 123 486 387 322 627 573 100 268
PC [3] 488 || 472 713 594 374 774 13 353 252 327 41.6 87 435 857 444 779 560 100 282
20% | CSC[1] 529 || 100 773 704 414 786 50 412 394 376 442 179 542 539 394 793 564 944 217
TWIST 535 || 667 7677 585 413 814 50 542 289 439 499 185 400 857 448 753 554 100 359
TWIST+CSC[1] | 55.0 || 100 758 570 462 797 50 389 436 433 484 253 49.1 571 538 760 561 100 354

Table 12. Instance segmentation performance on the ScanNet data-efficient benchmark with {1%, 5%, 10%, 20%} training data as the
labeled data. We adopt the APs( as the metric and show per-category performance over 18 classes. L.R. means the label ratio.
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Figure 7. Visualization results of TWIST (trained with 10% labeled scenes). Distinct instances have different colors.



