STCrowd: A Multimodal Dataset for Pedestrian Perception in Crowded Scenes
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Figure 1. The pedestrian position distribution in BEV for point
cloud. In STCrowd, the pedestrians distribute from 0 to 35 meters
in x-axis and -30 to 30 meters in y-axis.

1. Additional details of STCrowd

Sensor setup. The vehicle is equipped with following sen-
sors: Zed Sterelab2 stereo camera(15Hz frame rate, 1280 x
720 resolution and 60 field-of-view(FOV) for left and right,
70 FOV for center) and OSO 3D LiDAR with 128 beams
(More details are provided in Table 1).

Sensor synchronization. To achieve good cross-modal
data alignment between different sensors, the timestamp
of the LiDAR is the time when the full rotation of current
frame is achieved and the correspond of timestamps for dif-
ferent devices is achieved by special posture when record-

ing data. We keep the common frequency as 5 Hz and an-
notate the frames per 0.4 second.

Point number with the distance increases
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Figure 2. The number of points per instance decreases with the
distance from LiDAR increases. The gradation of color represents
the number of points.

Table 1. LiDAR specification.

Azimuthal FOV 360

Vertical FOV 90° (+45°)
Vertical resolution 0.7
Frequency 10Hz
range 55m

point per second 2,621,440

Pedestrian position distribution in BEV. We label the
point cloud within the range of 180°. With the straight front
of the camera as the reference direction, only the left and
right 90° are labeled. The pedestrian position distribution
in BEV for point cloud is presented in Fig 1.

Diverse instance-level densities and human poses . The
density and position distribution is full of diversity which



contains both sparse and dense instances. We demon-
strate diverse instance-level densities distribution in Figure
2 showing that the instance get sparser with fewer points as
the distance from the LiDAR center increases.

Our dataset has a diversity of human poses. In addition
to the cases shown in Figure 6 of the main content, we show
more cases in Figure 3, such as walking alone or in group,
walking with phone calls, taking skateboards, bowing, etc.
The diversity in pedestrian poses further increases the diffi-
culty of accurate perception.

Figure 3. Diverse human poses in STCrowd.

2. More qualitative results
2.1. Point cloud detection

As can be seen from Figure 4, our method makes
fewer false predictions on the background than the back-
bone model owing to the spatial attention and hierarchi-
cal heatmap aggregation module (highlighted with black
rounded rectangles).

Figure 4. Visual comparison of the prediction of the backbone
model (left) and our method (right).

Figure 5. Visualization of the model prediction on the image-only
detection. The left is the predicted 3D bounding boxes (yellow)
on the image and the right is the result in point cloud (prediction
is red and ground truth is blue). We can see that due to the chal-
lenge from monocular images depth prediction and detection, per-
formance from images is poor when pedestrians are far from the
LiDAR center.

Figure 6. Visual comparison of different backbones on the image-
only detection. The predicted bounding boxes are in yellow. The
first row is the prediction of ResNet-101 and the second row is the
prediction of DLA-34. Due to its poor performance in depth pre-
diction, the 3D projection results on the images can be misaligned,
and DLA-34 performs slightly better than ResNet-101.

2.2. Image-only detection

We provide the image-only detection result in Figure 5
and Figure 6. Unlike binocular cameras, monocular cam-
eras cannot obtain precise depth information from a single
image. Accurate depth predictions are difficult with image-
only information and severe occlusions of the crowd in im-
ages further bring challenges to monocular-image-based de-
tection.
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