
M5Product: Self-harmonized Contrastive Learning for E-commercial
Multi-modal Pretraining

Xiao Dong1†, Xunlin Zhan1,2†, Yangxin Wu1, Yunchao Wei3, Michael C. Kampffmeyer4, Xiaoyong Wei5,
Minlong Lu6, Yaowei Wang5, Xiaodan Liang1,2⋆

1Sun Yat-sen University 2Shenzhen Campus of Sun Yat-sen University 3Beijing Jiaotong University
4UiT The Arctic University of Norway 5PengCheng Laboratory 6Alibaba Group.

{dongx55, zhanxlin, wuyx29}@mail2.sysu.edu.cn, {dx.icandoit,wychao1987,xdliang328}@gmail.com,
ymlml@zju.edu.cn, michael.c.kampffmeyer@uit.no, cswei@scu.edu.cn, wangyw@pcl.ac.cn

A. Dataset License
Our M5Product dataset is released under CC BY-

NC-SA 4.0 license and can freely be used for non-
commercial purposes. More detailed information can
be found at https://xiaodongsuper.github.
io/M5Product_dataset/terms_of_use.html,
which also provides dataset details and usage guidance.

B. Annotation Collection
We resort to crowd-sourcing to obtain human annota-

tions for the product retrieval task. Specifically, we present
human annotators with a matching task, where annotators
are asked to select the matching image-text pairs for a given
query image-text pair. In our crowdsourcing system, each
matching task is presented to five different human annota-
tors and a typical example of our interface is shown in Fig-
ure 1. The left part of the interface shows the current query
data (image and text), while the right side depicts an exam-
ple from the candidate list. The annotators are then asked to
choose from two options: mismatched and uncertain. The
default labelling option is matched. The interface also dis-
plays the number of examples that have been reviewed and
the total amount of examples to review. Each annotation
task, can be considered as a binary classification task for
the human worker, where he/she has to decide if the pair
is a match or not. For each estimated task, the annotators
receive a payment of 3 cents RMB.

C. Annotation
The retrieval task annotation for any query sample con-

sists of all the matched instances in the gallery split. To
construct a reliable gallery set, we first use a ResNet50 [9]
and Bert-Base [8] to extract features and construct the query
candidate pool from all the data that is not contained in the
training subset. Specifically, we sample an instance from

a category that contains more than 2,000 instances and ex-
tract the image and text features. We then concatenate the
features and compute the cosine similarity to all other in-
stances of the dataset to produce a pre-ranked candidate list
in order to minimize the labelling cost. The final size of
the candidate shortlist for each query is 500, which is about
0.01% of the whole gallery split. During the crowd-sourced
annotation process, human workers review both images and
captions in the candidate list to select which samples are
matched with the query instance.

Annotation Rules. It is quite challenging to define
whether two images contain the same product when critical
aspects are not given in their captions and images. In our
annotations, we use product images and their captions as
the primary materials for gallery construction. Hence, we
define several rules to determine the ”same product” con-
dition and provide them as instructions to the annotators.
Images contain the same product, if:

1. The two images are in different conditions (e.g., back-
grounds, angles, etc), but the products in both images
are the same.

2. They should have the same color/model/shape/style, or
other features that can be distinguished by humans.

3. The caption has the same product name but the product
description differs.

4. They share more than one characteristic such as ap-
pearances, materials, colors and so on.

To ensure labeling consistency, each annotation pair is
labeled by five human workers in the crowd-sourced plat-
form. In the process, we first make a small dataset from
our query list as a Gold Problem to evaluate the annota-
tion capability of each human worker. Based on the labeled
results (”Matched” or ”Not Matched”) from human work-
ers and their annotation capability, we utilize the weighted
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Figure 1. UI for huamn annotation on product retrieval task.

GLAD [29] inference algorithm to determine the final ac-
cepted labels.

D. Dataset Split
The M5Product dataset is split into several parts to en-

sure consistent training and evaluation of the models on the
various tasks. The training set contains 4,423,160 samples
from 3,593 classes.

Retrieval To evaluate models on the retrieval tasks, the
remaining data is split into gallery-c and query-c sets, which
are used for the coarse-grained retrieval task, and gallery-fg
and query-fg sets, which are used for the fine-grained re-
trieval task. The difference between the two retrieval tasks
lies in the granularity of their annotation. In the fine-grained
task, only identical products are considered a match (for ex-
ample, all IPHONE 11 Black), while in the coarse-grained
task, category labels are being used to group products from
each category (for example, all phones are considered a
match).

To construct the fine-grained sets, we extracted all cos-
metics categories and, using the abovementioned annota-
tion procedure, finally obtained 1,991 query-fg samples and
117,858 gallery-fg samples. The query-c and gallery-c
sets contain 24,410 and 1,197,905 samples, respectively.
Among the samples in the gallery-c set, 249,614 samples
are matched with samples in the query-c set, while 948,291
samples do not match. These unmatched samples are added
to the gallery-c set to increase the difficulty of the retrieval
task. We further report the finetuned retrieval performance
in the paper, which corresponds to retrieval performance af-
ter finetuning the model using the classification training set
(see next paragaraph).

Finetuning, Classification and Clustering For the clas-
sification and clustering tasks, we sampled 1,805 categories
from the whole dataset and obtained 18,526 train samples
and 4,632 test samples. We first finetune our SCALE us-
ing the classification training set and then extract features
from the finetuned model to perform the classification and
clustering tasks.

E. Data Format

The dataset consists of 6,313,067 products uploaded by
1,000,517 merchants, where merchant information has been
removed to ensure anonymity. In the following, we outline
the different modalities:
Image data Each product has at least five product images,
where the first image is the main image that gives the de-
tailed overview of the product, while the rest depict its func-
tionalities or characteristics. We pick all the main images to
construct the dataset.
Caption/text data are provided by the 1,000,517 mer-
chants. Note that the text description does not always match
well with the other modalities.
Video data are used to showcase the products’ usage and
characteristics to customers. In our dataset, these videos are
recorded at a speed of 24 frames per second (FPS). To re-
duce the amount of redundant information that is contained
in adjacent frames and the dataset as a whole, we only select
one frame per second.
Audio data are extracted from the video data. We extract
the corresponding audio information of all sampled video
frames. Then the audio frames are transformed into spectro-
grams using Mel-Frequency Cepstral Coefficients (MFCC)
[20]. We set the frame size and hop size as 1,024 and 256,
respectively.



Tabular data are a special kind of database that records
some additional product characteristics such as appearance,
purpose and producer. The tabular data is indexed by the
product ID and collected from the whole product database.
There are 5,679 different types of property information and
24,398,673 unique values.
Table 1. More results on SOP datasets (blue) and Caltech101 (red).

Method mAP@1 mAP@5 mAP@10 Accuracy

ViLBERT 36.87 39.47 38.42 97.81
UNITER 37.31 40.91 39.38 98.49

CAPTURE 38.24 41.37 40.67 98.14
SCALE (Ours) 39.13 42.67 41.92 98.49

Table 2. Comparisons on the MSVD video dataset.

Method Text to Video
R@1 R@5 R@10

HERO 16.8 43.4 57.7
FROZEN 33.7 64.7 76.3

CLIP 37.0 64.1 73.8
SCALE (Ours) 40.3 69.9 78.1

F. Unimodal and unpair analysis
1) Unimodal analysis: Figure 2 gives the video, text

and merchant distributions. From the figure, we can find
that the video duration, the text length and the merchant
number range from 1 to 60 seconds, 20 to 40 words and 1
to 10 product numbers, respectively. This variation further
illustrates the real-world nature of our dataset. 2) Unpair
analysis: In the data collection process, there are 82,577
invalid URLs for the image modalities (1.3% of the prod-
ucts), while the number of samples that contain both the
Image and Text modalities is 6,230,490. Further taking into
account the table modality, the number of complete sam-
ples drops by 1.4% to 6,225,598 samples that have all three
modalities. Overall, the dataset contains 5,050,078 samples
that contain all five modalities. This means that about 20%
of the samples are incomplete. This is mostly due to mer-
chants being biased towards specific modalities, which is a
common scenario in the real world.

G. Implementation Details
Our models are implemented in Pytorch [22]. To speed

up training, we use Nvidia Apex1 for mixed precision train-
ing. All models are trained on 4 Nvidia 3090 and 2080ti
GPUs on our workstations. We use Adam [13] to optimize
the parameters of our model, with an initial learning rate of
1e-4, and use a linear learning rate decay schedule with a
temperature parameter of 0.1.

1 https://github.com/NVIDIA/apex

H. More performance verification
Generalization verification. We compare our SCALE to
several alternatives on the Caltech101 and Stanford On-
line Products (SOP) datasets for image classification and
retrieval tasks, respectively. Meanwhile, we also provide
a comparison on the video dataset MSVD for further ver-
ifying the effectiveness of our model SCALE. The corre-
sponding results are shown in Table 1 and 2. The results ver-
ify that our model, pretrained using the M5Product dataset,
can achieve several tasks in the general domain besides the
fashion/e-commercial domain.
SOTA image-text approaches. Due to the specific net-
work design for the cross-modal interaction, neither bi-
modal nor trimodal based methods can be directly applied
to our dataset. To ensure fair evaluation, we therefore com-
pare performances for the image and text modalities. Here,
we try to adjust the architecture of CLIP for three modali-
ties. The mAP results are shown in Table 5.
Performance comparisons with more weights. Due to
the specific design of different SOTA models for different
modality inputs, it is infeasible to adjust their model to fit
our M5Product. We select to assign more weights to the
text modality for the baseline models and show the results
in Table 6.

I. Dataset Comparison
A comprehensive comparison between our M5Product

dataset and other widely used multi-modal pre-training
datasets is shown in Table 3. From the table, we can ob-
serve that our M5Product not only has more diverse modal-
ities but also contains a large amount of data samples from
an abundant amount of categories.

J. Missing data verification
Results in Table 4 show the superiority of our methods

over the standard approach of ignoring incomplete sam-
ples. We compare two variants of our SCALE framework:
1) SCALE (full-modality) and our proposed SCALE. The
only difference between the two methods is the input. The
input of the former only includes complete samples (all
modalities present), while the input of the latter includes the
incomplete modality samples. The verification is performed
on the subset dataset as mentioned in the main article.

K. Failure Analysis
Several product retrieval examples are shown in Fig-

ures 3, 4, and 5. The first column represents the image and
text modality of the query sample, while the eight images to
its right belong to the matched results from the gallery set.
In the matched results, the samples boxed in blue are the
correctly matched samples, while the samples boxed in red



Table 3. Comparisons with other widely used multi-modal datasets. ”-” means not mentioned. Our M5Product is one of the largest multi-
modal datasets compared with existing datasets.

Dataset Samples Categories Instances Modalities Modal type Product

LJ Speech [11] 13,100 - - 2 audio/text no
SQuAD [17] 37,111 - - 2 audio/text no
TVQA [16] 21,793 - - 2 video/text no

MovieQA [26] 408 - - 2 video/text no
TGIF-QA [12] 56,720 - - 2 video/text no

AVSD [2] 11,816 - - 2 video/text no
Youcook2 [34] 14,000 89 - 2 video/text no
VATEX [27] 35,000 - - 2 video/text no

MSRVTT [30] 100,000 20 - 2 video/text no
HowTo100M [19] 1,220,000 12 - 2 video/text no

Conceptual Caption 3M [24] 3,300,000 - - 2 image/text no
SBU [21] 890,000 - - 2 image/text no

Visual Genome [15] 108,000 - - 2 image/text no
COCO [18] 123,287 - - 2 image/text no

Flickr30K [31] 31,000 - - 2 image/text no
NLVR2 [25] 107,292 - - 2 image/text no
VQA2.0 [3] 204,721 - - 2 image/text no

RPC checkout [28] 30,000 200 367,935 2 image/text no
Twitter100k [10] 100,000 - - 2 image/text no

INRIA-Websearch [14] 71,478 353 - 2 image/text no
NUS-WIDE [6] 269,648 81 - 2 image/text no
Open Image [1] 1,670,000 - - 2 image/text no

Conceptual 12M [4] 12,423,374 - - 2 image/text no
CMU-MOSEI [32] 23,500 2 - 3 text/video/audio no

XMedia [23] 12,000 20 - 5 image/text/video/audio/3D no

Dress Retrieval [7] 20,200 50 ∼20,200 2 image/text yes
MEP-3M [5] 3,012,959 599 - 2 image/text yes

Product1M [33] 1,182,083 458 92,200 2 image/text yes
M5Product 6,313,067 6,232 - 5 image/text/video/audio/table yes

Table 4. The retrieval performance with missing modalities.

Modal Accuracy mAP@1 mAP@5 mAP@10 Prec@1 Prec@5 Prec@10

SCALE (full-modality) 84.06 57.97/ 69.12 62.54/ 71.93 60.48 / 69.92 57.97 / 69.12 38.02 / 47.63 28.88 / 34.70
SCALE 85.50 58.72 / 70.62 63.17 / 73.02 61.05 / 71.50 58.72 / 70.62 39.66 / 48.20 30.32 / 35.35

Table 5. The results using more modalities with SOTA method.

Method mAP@1 mAP@5 mAP@10

CLIP-ITTab 67.23 69.12 68.72
SCALE (Ours) 67.97 70.34 69.38

are mismatched. These retrieval results illustrate that the
learned embeddings are discriminative. However, in a few
cases, the recalled samples are not matched due to the lim-
ited number of category samples in the gallery set or similar
descriptions in the text data.

Table 6. Performances with more weights for the text modality.

Text:Image (3:2) mAP@1 mAP@5 mAP@10

ViLBERT 49.93 54.55 52.45
UNITER 49.28 54.14 53.48

CAPTURE 50.57 55.27 53.18
SCALE (Ours) 51.47 56.16 54.41

L. More Visualization

Additional attention visualization results are provided in
Figures 6 and 7. Similar to the illustrations in the main
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Figure 2. The distributions of video, text and merchant on our M5Product.
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Figure 3. Successful retrieval results 1 by our SCALE.
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Figure 4. Failure retrieval results 2 by our SCALE.

paper, these visualizations show that SCALE can learn the
detailed semantics in the images and the text.
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