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This supplementary document consists two sections.
Section 1 provides supplemental experiment and discus-
sion, which consists of more experiments, quantitative com-
parison and the limitation of the proposed method. Sec-
tion 2 presents the derivation for the proposed method.

1. Supplemental Experiment and Discussion

In this section, we present the results of the proposed
GES-GSP in three subsections, which are more experimen-
tal results, quantitative comparison and its limitation, re-
spectively.

1.1. More experimental results

We illustrate the effectiveness of the proposed method
by more examples. The proposed method compares with
AutoStitch [1], APAP [9], ELA [5], SPW [6], LPC [4], GSP
[3].

In Figure 1, the results of APAP [9], SPW [6] and LPC
[4], the right of the stitched result is severely stretched and
non-uniformly enlarged. The scale of the right of the GSP
[3] result does not match that of the left image. The results
of the above methods show obvious left-right asymmetry
and result in obvious damage to the overall structure of the
fountain. The result of ELA [5] does not show the prob-
lem of asymmetry of left and right deformation, but there is
obvious bending (in the red closeup). Our method clearly
preserves the global structure of the scene where not only
the overall structure of the fountain has not been destroyed,
but also buildings in the distance and the fountain are on the
same horizon (as indicated by the red and yellow lines).

In Figure 2, the results of APAP [9], SPW [6] and LPC
[4] show that the unreasonable projections appear in the
bottom half of the image (in the blue box). The result of
ELA [5] exhibits many misalignments (in the red circles)
and distortion (in the red closeup). Although the GSP [3]’s
result is more natural, the building is bent (as indicated by
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(a) APAP (b) ELA

(c) SPW (d) LPC

(e) GSP (f) Ours

Figure 1. An example of stitching two images.

the red lines). Our result shows that the building structures
are preserved without projection distortion.

In Figure 3, the results of APAP [9], SPW [6] and
LPC [4] show that the roof and the ground are not on the
same horizon (as indicated by the red and yellow lines),
and the unreasonable projections appear in the right half
of the image (in the blue box). The result of ELA [5] ex-
hibits misalignments (in the red circle) and distortion (in
the red closeup). The GSP [3]’s result shows that it solves
the problem of different horizons, but ignores the structure-
preserving, e.g., the building is bent (as indicated by the red
lines). Our result shows that the building structures are well
preserved.

In Figure 4, ELA [5] plane projection failed and the re-
sults of AutoStitch [1], ELA [5] (Spherical projection) and
GSP [3] show that the building is bent (as indicated by the
red line). Unreasonable projections appear in the results of
APAP [9] and SPW [6]. The proposed method constrains
the geometric structure of the stairs and buildings and ob-
tain natural stitching result.
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Figure 2. An example of stitching two images (from [2]).

(a) APAP (b) ELA (c) SPW

(d) LPC (e) GSP (f) Ours

Figure 3. An example of stitching two images (from [4]).

In Figure 5, the result of AutoStitch [1], the platform
and railway are obviously bent due to spherical projection.
There is no obvious bending of line structure in APAP [9]

(a) AutoStitch
(b) APAP

(c) ELA (d) SPW

(e) GSP (f) Ours

Figure 4. An example of stitching 14 images (from [4]).

and ELA [5], but the content (in the red closeup) in the left
severely stretched and non-uniformly enlarged. The rail-
road tracks (as indicated by the green line) are bent in the re-
sult of SPW [6]. The line structures (as indicated by the red,
yellow and green lines), such as railroad tracks, platforms
and wire pole, are bent in the result of GSP [3]. Our method
protects the global and local geometric structure well which
results in better stitching.

In Figure 6, SPW [6] fails to handle 2D spatial relation-
ship. The result of ELA [5] (Spherical projection) is dis-
torted due to spherical projection. The APAP [9]’s result ex-
hibits severe projection distortion. In GSP [3]’s result, many
structures are bent (as indicated by the red lines). Since the
proposed method extracts more integrated structures to pre-
serve, our result is more natural.

1.2. Quantitative Evaluation

It is difficult to accurately determine which is the better
through subjective evaluation when comparing some simi-
lar results. Therefore, it needs quantitatively evaluate the
distortion degree of the stitching result.

In general, if an image only undergoes similarity trans-
formation, the distortion of the geometric structure is min-
imal in the figure [7] [9]. Both GSP and GES-GSP are
essentially mesh based optimizations where the quads cor-
responding to each row or column will be distorted after
stitching. The great distortion indicates poor capability of
geometric structure preservation.

Let the mesh in Figure 7(a) be deformed to Figure 7(b).
Our method fits the grid points of each row and column
into multiple straight lines (red lines). The shortest distance
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Figure 5. An example of stitching six images in the scene of station
platform.
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(c) GSP (d) Ours

Figure 6. An example of stitching six images.

(green lines in Figure 7(b)) from each grid point to the fit-
ting line is taken as the residual value of this grid point. The
root mean square error (RMSE) and standard deviation (SD)
of all residual values of grid points are used to judge the de-
gree of grid distortion. Then, an evaluation method called
Mean Distorted Residuals (MDR) is proposed to quantita-
tively evaluate the degree of distortion of geometric struc-
ture. It helps us to indirectly evaluate image stitching qual-
ity. Our evaluation index consists of two parts: Root Mean
Squared Error (RMSE) and Standard Deviation (SD) where
smaller values mean better content-preservation.

(a) (b)

Figure 7. (a). The mesh before deformation. (b) The mesh of (a)
after deformation. The red lines represent the lines fitted by the
grid points in each row and column. The green lines represent the
shortest distance between the grid points and their corresponding
fitted line.

The RMSE index evaluating distortion of the meshes in
the i-th image is
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where, lx, ly are the fitted straight lines of the grid points
in the x-th column and the y-th row, respectively. vxy is
the grid point of position (x, y). X,Y are the number of
columns and rows of the mesh respectively. dst(v, l) is the
shortest distance from point v to line l.
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where, avgx and avgy are the mean of the residual values of
the grid points in the x-th column and y-th row respectively.

The evaluation index of the result is
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Figure 8. The RMSE and SD comparisons between GSP and proposed GES-SGP on 50-dataset.

where N is the number of images in a dataset.
Figure 8 shows the evaluation results of GSP [3] and our

GES-GSP using MDR on 50-dataset. It indicates that our
method is superior to GSP in the content-preserving.

1.3. Limitation of the Proposed Method

Generally, the deep learning-based method such as HED
[8] provides better overall performance than classical edge
detection (e.g., Canny). The performance is further im-
proved when applying post-processing techniques such as
thinning, burr removing, and branch cutting. The structure
feature extraction is indeed a critical step in our framework,
which affects the quality of our stitching results. How-
ever, if there are no salient geometric structures in scene,
our method performs similarly with the GSP. For instance,
Figure 9 shows the result comparison on a farmland image,
where few salient features exist in the scene.

Figure 9. Stitching comparisons between GSP and our method for
a group of farmland images with few salient features.



2. Derivation of the Proposed Method

The proposed method is a linear optimization problem, and the optimal mesh vertex set V̂ can be obtained as a closed-form
solution by solving a sparse linear matrix equation.

The derivation is as follows. Rewriting V̂ =argmin
V̂
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in matrix form as
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where Aa, Al, Ag and Ages corresponds to the matrix form of ψa, ψl, ψg and ψges respectively.

Next, we present how to get the matrix Ages. Let one sampling point V̂i (v′ix, v′iy) and two endpoint V̂a (v′ax, v′ay) and

V̂b (v
′
bx, v

′
by) in the sampling point set S from a contour line, and expand Vi = Va+ui (Vb − Va)+hi
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Further, Equation (5) is decomposed into
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Each feature point is represented by the 2D bilinear interpolation of the four vertices. Let the four vertices of the grid
where the sampling point V̂i is located be V̂ik (v′ikx, v′iky) , k = 1, 2, 3, 4. V̂i (v′ix, v′iy) can be represented by four vertices



of the grid [
v′ix
v′iy

]
=

4∑
k=1

cik

[
v′ikx
v′iky

]
, (7)

where cik =
|dik

x dik
y |

|di1
x ×di1

y |+|di2
x ×di2

y |+|di3
x ×di3

y |+|di4
x ×di4

y |
, cik represents the weight of vertex V̂ik corresponding to sampling point

V̂i, dikx = v′ix−v′ikx and diky = v′iy−v′iky respectively represents the difference of x, y between sampling point V̂i and vertex
V̂ik. Similarly, the results of V̂a (v′ax, v′ay),V̂b (v′bx, v′by) can be obtained.

Then, Equation (6) can be rewritten as

[
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where V̂s =
[

v′s1x v′s1y v′s2x v′s2y v′s3x v′s3y v′s4x v′s4y
]T ,

Csx =
[
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]
, Csy =
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After adding the adapted weight wi of V̂i, Agp looks like
· · ·

0 · · · wiCix · · · wi (hiCay + (ui − 1)Cax) · · · −wi (uiCbx + hiCby) · · · 0
0 · · · wiCiy · · · wi ((ui − 1)Cay − hiCax) · · · wi (hiCbx − uiCby) · · · 0

· · ·

 (9)

Finally, the optimal mesh vertex set can be calculated V̂ by general numerical optimization algorithm.
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