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This appendix provides additional qualitative analyses
(Sec. A), implementation details (Sec. B), dataset details
(Sec. C), additional experiments demonstrating the sensi-
tivity of our model to different initialisations (Sec. D), and
an experiment demonstrating challenges of using text-based
retrieval via sign language translation (Sec. E).

A. Qualitative Analysis

Supplemental webpage. We qualitatively illustrate, in
our project page, (https://imatge-upc.github.
io/sl_retrieval/app-qualitative/index.
html), the retrieval results using the best model on the
How2Sign dataset (SR+CM combination from Tab. 6). For
each query, we show the top three ranked videos as well as
their corresponding topic category (see [9] for more details
of video topic categories), signer ID and sentences (note
that these are not used during retrieval, and are provided for
visualisation purposes).

The top ten rows of the webpage show cases in which our
model is able to correctly retrieve the video corresponding
to the textual query. The middle five rows of the webpage
show cases where the correct video is not retrieved success-
fully. For these failures, we nevertheless observe that the
retrieval model makes reasonable mistakes (for instance, in
the majority of cases, at least one of the top three ranked
videos share the same topic category of the GT video). In
the bottom five rows, we show examples of failure cases of
our model.
Combination of cross modal and sign recognition. We
noticed that our strongest retrieval model combines similar-
ities from the cross modal embeddings and the sign recogni-
tion model (SR+CM combination from Tab. 6 ). In Fig. A.2,
we illustrate two example queries for which the use of the
sign recognition model substantially improves the perfor-
mance of the cross modal embeddings.
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Figure A.1. Pipeline sketch of SPOT-ALIGN iterations: [a]
We use a Mouthing-based sign spotting to obtain an initial set of
automatic sign-level annotations on the How2Sign (H2S) dataset
which we call here H2S(M). [b] Using the automatic annotations
obtained, we jointly train on the continuous signing examples from
H2S(M) and the dictionary-style signing videos from WLASL and
MSASL, in order to obtain a feature space aligned between the
two domains. A Dictionary-based sign spotting approach is then
used to obtain a new set of sign spottings (D1) by re-querying
How2Sign videos with lexicon exemplars. The process is then it-
erated with the new spottings, as described in the main paper.

B. Implementation Details
In this section, we provide a detailed sketch of the SPOT-

ALIGN pipeline (Sec. B.1), as well as the additional imple-
mentation details for the sign video embedding (Sec. B.2),
text embedding (Sec. B.3) and cross modal retrieval training
(Sec. B.4).

B.1. SPOT-ALIGN iterations

In Fig. A.1 we provide a detailed sketch of the SPOT-
ALIGN framework and how we obtain our Mouthing and
Dictionary-based annotations for the How2Sign dataset. On
the left ([b], [d], [f]), we show the iterations for the joint
training between How2Sign, WLASL and MSASL, which
is used for Dictionary-based sign spotting. On the right
([a], [c], [e], [g]), the training is only performed on the
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Text query Sign video retrieval

"So another example 
of shape we want to 
show you are in the 
teacup and we would 
take a look at that 
coming up in this 
series."
(GT rank: 7)

Similarity 0.46
“So some 
other shapes 
when you are 
collecting 
pink luster 
...”

Similarity 0.46 “So, if we're 
looking at this 
house, for example, 
when you first walk 
in, you're going to 
see this vignette 
to your left.”

"Then bring your 
feet together and 
by this time you 
should be able to 
have built up 
enough strength to 
do a full push 
up."
(GT rank: 1)

Similarity 0.44 “A proper 
cardiovascular 
program should 
incorporate 
various aspects 
of training...”

Similarity 0.49
"Then bring 
your feet 
together and 
by this time 
you should be 
able to…”

Similarity 0.42

“Then when you 
get strong, then 
you can start 
picking up your 
feet.”

Similarity 0.45

“So I'm shuffling 
this deck at the 
start of this 
segment 
because...”

Similarity 0.27 “So some 
other shapes 
when you are 
collecting 
pink 
luster..”

Similarity 0.26 “So, we're just 
going to start 
right in the 
arch, light, 
feathery 
strokes...”

Similarity 0.28

“Then when you 
get strong, then 
you can start 
picking up your 
feet.”

Similarity 0.29
"A proper 
cardiovascular 
program should 
incorporate 
various 
aspects of 
training..."

Similarity 0.26

“Today we're 
going to work on 
stretching and 
strengthening the 
lower body.”

Similarity 0.26
“Alright, now 
this next shot I 
am showing you is 
kind of illegal 
in pool halls...”

Similarity 0.23
“If I make 
the reach 
cast like 
this, it 
pulls the fly 
back, so as I 
am making my 
reach cast 
stop...”

Similarity 0.22
“Now that we 
have our 
seasoned chicken 
wings and our 
seasoned flour 
we need to get 
those together 
so we are going 
to...”

Similarity 0.22

“So you would 
push this lever 
and you'll pull 
it up into a 
riding position.”

Similarity 0.28
"Then bring 
your feet 
together and 
by this time 
you should be 
able to…"

Similarity 0.21 “Here we're going 
to cover the 
initial contact, 
getting off first, 
the straight blast 
or the chain 
punch....”

Similarity 0.21 “So another 
example of shape 
we want to show 
you are in the 
teacup and we 
would take a look 
at that coming up 
in this series.”

Combination

Cross-Modal

Sign Recognition

"Then bring your 
feet together and 
by this time you 
should be able to 
have built up 
enough strength to 
do a full push 
up."
(GT rank: 16)

"Then bring your 
feet together and 
by this time you 
should be able to 
have built up 
enough strength to 
do a full push 
up."
(GT rank: 1)
SR words: ['to', 'your', 'time', 
'enough', 'full', 'have', 'push']

"So another example 
of shape we want to 
show you are in the 
teacup and we would 
take a look at that 
coming up in this 
series."
(GT rank: 112)

"So another example 
of shape we want to 
show you are in the 
teacup and we would 
take a look at that 
coming up in this 
series."
(GT rank: 3)
SR words: ['show', 'in', 'that', 
'and', 'you', 'up']

Figure A.2. Qualitative results: We show two samples where text-based retrieval using sign recognition (SR) helps retrieval when
combined with cros modal embeddings (CM). Top, middle and bottom rows show the retrieval results for the same query using the average
of the similarities from SR and CM (Combination), Cros Modal and Sign Recognition models, respectively.



How2Sign dataset, which provides sign video embeddings
for retrieval.

B.2. Sign recognition and sign video embedding

Sign recognition training. As explained in Sec. 3.4 of the
main paper, we train a sign recognition model, a 3D convo-
lutional neural network instantiated with an I3D [6] archi-
tecture pretrained on BOBSL [2]. We finetune this model
on the How2Sign dataset using our automatic sign spotting
annotations. In the final setting with mouthing (M) and dic-
tionary (D3) spottings from a vocabulary of 1887 signs, we
have 206K training video clips, each corresponding to a sin-
gle sign. Since the spottings represent a point in time, rather
than a segment with beginning-end times, we determine a
fixed window for each video clip. For mouthing annota-
tions, this window is defined as 15 frames before the an-
notation time and 4 frames after ([−15, 4]). For dictionary
annotations, the window is similarly set to [−3, 22]. During
training, we randomly sample 16 consecutive frames from
this window, such that the RGB video input to the network
becomes of dimension 16×3×224×224. We apply a sim-
ilar spatial cropping randomly from 256 × 256 resolution.
We further employ augmentations such as colour jittering,
resizing and horizontal flipping.

We perform a total of 25 epochs on the training data,
starting with a learning rate of 1e-2, reduced by a factor of
10 at epoch 20. We optimise using SGD with momentum
(with a value of 0.9) and a minibatch of size 4.

At test time, for recognition, we apply a sliding window
averaging in time, and center cropping in space. At test
time, for text-based retrieval, we obtain the predicted class
per 16-frame sliding window (with a stride of 1 frame), and
record the corresponding word out of the 1887-vocabulary
if the probability is above the 0.5 threshold. The resulting
set of words are merged in case of repetitions, and are com-
pared against the queried text to obtain an intersection over
union (IOU) score, used as the similarity.
Sign video embedding. As noted in Sec. 3.2 of the main
paper, we employ the I3D recognition model (described
above) to instantiate our sign video embedding. More
specifically, we use the outputs corresponding to the spatio-
temporally pooled vector before the last (classification)
layer. This produces a 1024-dimensional real-valued vector
for each 16 consecutive RGB frames. We extract these fea-
tures densely with a stride 1 from How2Sign sign language
sentences to obtain the sequence of sign video embeddings.

B.3. Text embedding

We consider several text embeddings in this work. When
conducting experiments on the How2Sign dataset, we ex-
plore the following English language embeddings:

GPT [15] is a 768-dimensional embedding that uses a

Transformer decoder which is trained on the BookCor-
pus [20] dataset.
GPT-2-xl [16] is a 1600-dimensional embedding (employ-
ing 1558M parameters, also in a Transformer architec-
ture [19]) that is trained on the WebText corpus (containing
millions of pages of web text).
Albert-XL [10] is a 2048-dimensional embedding that
builds on BERT [8] to increase its efficiency. It is trained
with a loss that models inter-sentence coherence on the
BookCorpus [20] and Wikipedia [8] datasets.
W2V [14] is a 300-dimensional word embedding,
trained on the Google News corpus (we use the
GoogleNews-vectors-negative300.bin.gz
model from https : / / code . google . com /
archive/p/word2vec/).
GroVLE [4]. This is a 300-dimensional embedding that
aims to be vision-centric: it is adapted from Word2Vec [14]

For experiments on the PHOENIX2014T dataset, we use
a German language model:

German GPT-2 [7] (based on the original GPT-2 architec-
ture of [15]) is a 768-dimensional embedding. The model
is trained on the OSCAR [17] corpus, together with a blend
of smaller German language data. We use the parame-
ters made available at https://huggingface.co/
dbmdz/german-gpt2.

B.4. Cross modal retrieval

The dimensionality of the shared embedding space (de-
noted by the variable C in Sec. 3.2 ) used in this work is
512. The margin hyperparameter, m, introduced in Eqn. 1,
is set to 0.2, following [13]. All cross modal embeddings
are trained for 40 epochs using the RAdam optimiser [12]
with a learning rate of 0.001, a weight decay of 1E − 5 and
a batch size of 128. For each experiment, the epoch achiev-
ing the highest geometric mean of R@1, R@5 and R@10
on the validation set was used to select the final model for
test set evaluation. The NetVLAD [3] layer employed in
the text encoder uses 20 clusters. Sign video embeddings
(which form the input to the video encoder, ϕV described in
Sec. 3.2 ) are extracted densely (i.e. with a temporal stride
1).

C. Dataset Details
To construct training, validation and test retrieval par-

titions from the How2Sign dataset, we select video seg-
ments with their corresponding manually aligned subtitles
(released by the authors of [9]). This provides an initial pool
of 31,164 training, 1,740 validation and 2,356 test videos
with corresponding translations. After initial inspection,
we found that while most annotations were produced to a
high quality, a small number of the manually aligned sub-
titles were invalid (i.e. exhibited no temporal overlap with
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Figure A.3. We plot two histograms to illustrate the difference
between the sign-aligned and speech-aligned subtitles. On the left,
we show the distribution of tsignbeg − tspeechbeg , i.e. the shift between
the beginning subtitle times between the sign- and speech-aligned
versions. On the right, we similarly plot the distribution of changes
in durations. The peaks at the zero-bin are at 7,000 and 5,000
for left and right plots, respectively, which are truncated for better
visibility.

Table A.1. Sensitivity to initialisation: We investigate the effects
of different initialisation for our sign video embedding. We exper-
iment with random and WLASL initialisation. D1,BSL1K,ft(HM WM)

means obtaining D1 by pretraining the [b] model (see Fig. A.1) on
BSL-1K [18] and finetuning jointly on H2S mouthing annotations
and WLASL/MSASL exemplars.

#tr. Acc. Sign Recognition Cross-modal retrieval
Sign-Vid-Emb Init [a][c] ann. top-5 R@1↑ R@5↑ R@10↑ MedR↓ R@1↑ R@5↑ R@10↑ MedR↓
M BOBSL 9K 27.0 0.6 2.3 4.4 1174.5 16.41.2 31.10.8 38.20.8 32.73.1
M+D1,BSL1K,ft(HMWM) BOBSL 38K 77.8 10.2 21.2 26.5 136.3 20.61.1 36.70.6 43.30.9 22.02.6

M BSL-1K 9K 25.1 0.6 2.4 4.4 1174.5 18.00.7 32.40.6 39.30.7 27.81.6
M+D1,BSL1K,ft(HMWM) BSL-1K 38K 77.7 10.4 22.6 27.6 131.5 20.80.8 36.90.9 43.50.8 20.50.5

M WLASL 9K 23.5 1.1 2.9 4.2 1175.5 11.30.5 23.00.5 29.50.6 67.37.2
M+D1,WLASL,ft(HMWM) WLASL 60K 72.7 9.3 19.9 24.5 208.8 17.10.6 31.50.6 38.30.4 32.82.5

M random 9K 6.5 0.0 0.0 0.0 1174.5 0.60.1 2.00.2 3.30.5 530.716.3
M+D1,random,ft(HMWM) random 136K 28.0 0.0 0.5 0.8 1175.0 2.40.2 7.20.2 10.20.0 221.36.4

the video). We excluded these invalid subtitles from our
retrieval benchmark, producing final splits of: 31,075 train-
ing, 1,739 validation and 2,348 test videos.

In Fig. A.3, we visualise the difference between the tim-
ings of the original subtitles versus the manually aligned
subtitles. We note that the signing is on average behind the
speech, constituting a misalignment when using the origi-
nal subtitle timings. This misalignment explains the perfor-
mance drop we demonstrated in Tab. 5 of the main paper
when experimenting with the original subtitles instead of
the manually aligned ones.

D. Sensitivity to Initialisation
We provide in Tab. A.1 comparisons for training with

annotations from Mouthing (M) and the first iteration of
Dictionary (D1) spottings ([a] and [c] in Fig. A.1) from
four different initialisations: I3D weights pretrained on
BOBSL [2], BSL-1K [18], WLASL [11], or randomly ini-
tialised. Note that all BOBSL, BSL-1K and WLASL mod-
els are also initialised from Kinetics. Here, we rerun the
Dictionary-based sign spotting to obtain different sets of
D1 annotations by initialising from WLASL-pretrained and

random weights (instead of BSL-1K model from [18] in the
rest of the experiments). While random initialisation sig-
nificantly hurts performance, the WLASL-pretrained model
performs slightly worse than [2], demonstrating that our
method can work provided a reasonable initialisation. As-
suming access to WLASL is realistic since we use it in step
[b].

The performances of BOBSL versus BSL-1K pretraining
are similar in Tab. A.1. Our preliminary results also suggest
that similar trends from Tab. 1 hold when pretraining all
rows on BSL-1K instead of BOBSL. We therefore report
all our models ([a, c, e, g]) with BOBSL pretraining since
this dataset [2] has recently become available (unlike the
BSL-1K source data [1], which is not public). However,
we clarify that the Dictionary spottings were obtained with
models ([b, d, f]) pretrained on BSL-1K.

Furthermore, we investigate whether the domain align-
ment between WLASL+MSASL exemplars and How2Sign
is beneficial by comparing M+D1,BSL1K,ft(HMWM) and
M+D1,BSL1K. The latter consists of 112K spottings (as op-
posed to 38K); however, the top-5 recognition accuracy
drops to 60.0% (from 77.7%) suggesting the poor quality of
feature alignment between the two domains in the absence
of joint finetuning.

E. Text-based Retrieval Attempt through Sign
Language Translation

As mentioned in Sec. 1 of the main paper, a text-
based retrieval solution using sign language translation on
videos is not a viable option due to unsatisfactory video-
to-text translation performance of current state-of-the-art
models [5] on open-vocabulary domains. Here, we pro-
vide a brief justification by training the encoder-decoder
Transformer model of [5] on the How2Sign dataset using
the same sign video embeddings as in our cros modal re-
trieval setting, i.e. the densely extracted I3D features. We
keep all the hyperparameters identical to the publicly avail-
able setting of [5] and obtain poor BLEU scores of 1.74
and 17.08 for BLEU-4 and BLEU-1, respectively. We pro-
vide in our the project page (https://imatge-upc.
github.io/sl_retrieval/app-translation/
index.html) the ground truth (left) and the predicted
(right) sentences on the validation set and observe that the
predictions tend to be generic sentences that do not corre-
spond to the input sign language video, with the exception
that sometimes the model predicts one word right out of the
entire sentence.
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