
Dual-AI: Dual-path Actor Interaction Learning for Group Activity Recognition
(Supplementary Material)

Mingfei Han∗1, David Junhao Zhang∗2, Yali Wang∗3, Rui Yan2, Lina Yao5,
Xiaojun Chang1,4, Yu Qiao†3,6

1ReLER, AAII, UTS 2National University of Singapore
3ShenZhen Key Lab of Computer Vision and Pattern Recognition, SIAT-SenseTime Joint Lab,

Shenzhen Institutes of Advanced Technology, Chinese Academy of Sciences 4RMIT University
5University of New South Wales 6Shanghai AI Laboratory, Shanghai, China

hmf282@gmail.com; xiaojun.chang@uts.edu.au {yl.wang, yu.qiao}@siat.ac.cn

1. Implementation Details
For Vollyball and Weak-Volleyball-M, we randomly se-

lect K = 3 frames with 720×1280 resolution for training
and 9 frames for testing, corresponding to 4 frames before
the middle frame and 4 frames after. For Collective Activ-
ity dataset, we utilize K = 10 frames (480×720) of each
video clip for training and testing. For NBA dataset, we
select K = 3 frames (720×1280) around middle frame of
each video for training and take 20 frames for testing. For
Volleyball and Collective Activity dataset, we use annotated
bounding boxes provided by the datasets for training and
testing to make fair comparison, i.e., N = 12 and N = 13
respectively.

Optimization. We adopt Adam [6] to learn the network
parameters with initial learning rate set to 0.0001. We run
140 epochs in total to obtain the reported results and decay
the learning rate by 10 after 60 and 100 epochs. We im-
plement our method based on the released code1 of [9] and
transformer code2 from Pytorch.

Weakly Supervised GAR. We detect actors in the cen-
tered frame of each clip with MMDetection Toolbox [1].
Following [12], we further obtain the tracklets by correla-
tion tracker [2] implemented by Dlib [5]. Specificly, we use
a Faster-RCNN [8] with ResNet-50 [3] backbone provided
by MMDetection, which is pretrained on COCO dataset [7]
and further finetuned with person subset of COCO. We
use the default configuration provided and sort the detected
boxes by the confidence scores. Finally, we select the top
N (16 for NBA Dataset and 20 for Weak-Volleyball-M)
bounding boxes for actor interaction learning.

∗ Equal contribution. † Corresponding author.
1https://github.com/wjchaoGit/Group-Activity-Recognition
2v1.6.0/torch/nn/modules/transformer.py

Limited GAR. We randomly select videos in Volleyball
dataset for limited setting. The video ids used for 5%, 10%,
25% and 50% data in our experiments are (1, 38), (1, 23,
38, 54), (1, 6, 10, 15, 18, 23, 32, 38, 42, 48) and (1, 3, 6, 7,
10, 13, 15, 16, 18, 22, 23, 31, 32, 36, 38, 39, 40, 41, 42, 48),
respectively. We implement results of other methods with
the released code and configurations from [13].

2. Dataset
We provide more details of the datasets used for the con-

venience of result production.
Volleyball Dataset. Each clip is annotated with one of 8
group activity classes: right set, right spike, right pass,
right win-point, left set, left spike, left pass and left win-
point. Middle frame of each clip is annotated with 9 individ-
ual action labels (waiting, setting, digging, falling, spiking,
blocking, jumping, moving and standing) and their bound-
ing boxes.
Collective Activity Dataset. The individual is annotated
with one of the following 6 action categories (NA, crossing,
waiting, queuing, walking and talking) and their bounding
boxes. We follow [10, 11, 13] to merge the crossing and
walking into moving. Train-test split follows [13].
Weak-Volleyball-M. No standalone distribution is re-
leased. This dataset [12] is adapted from Volleyball dataset
[4], merging pass and set into one category and discarding
all individual annotations.
NBA Dataset. This dataset is available upon request3, lim-
ited by the copyright. Each video clip is annotated with
one of the 9 group activities: 2p-succ., 2p-fail.-off., 2p-fail.-
def., 2p-layup-succ., 2p-layup-fail.-off., 2p-layup-fail.-def.,
3p-succ., 3p-fail.-off., 3p-fail.-def.. No individual annota-
tions, such as individual action labels and bounding boxes,

3https://ruiyan1995.github.io/SAM.html
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Figure 1. Actor interaction visualization for l-set activity with connected lines. Brighter color indicates stronger relation. (a) For actor 6 in
frame 4, we visualize the temporal interaction with same actors in different frames for ST and TS paths; similarly, we visualize the spatial
interaction with different actors in frame 4. (b) We visualize the actor interaction for actor 10 in frame 8 in the same way.

are provided.

3. Visualization
We provide visualization of actor interactions for l-set,

as shown in Fig. 1. The attention weight between actors
is represented by connected lines, and the brightness of the
lines represents the scale of the attention weight. Orange
and Blue lines correspond to the Spatial and Temporal in-
teraction, respectively.

As shown by spatial interaction in Fig. 1 (a), the player
setting the ball (actor 6) is more related with defending
players in TS path, who are “jumping” and “blocking” (ac-
tor 4 and actor 5). Differently, in ST path, actor 6 has wider
connections with accompanying players, who are “moving”
(actor 8 and actor 9) and “jumping” (actor 10) cooperatively
to tackle the ball falling on different position and prepare for
next ball contact. Similarly, as shown by spatial interaction
in Fig. 1 (b), the actor 10 is related to defending player (ac-
tor 4) in TS path, and related to both accompanying player
(actor 8) and defending players (actor 0 and actor 2), show-
ing complementary patterns. As for temporal interaction in
both (a) and (b), the anchor actor is more evenly related to
other frames (frame 1, frame 5 and frame 8) in TS path,
and more related to late frames (frame 7 and frame 8) in ST
path, which shows different evolution patterns.
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