The supplementary materials are organized as follows. First, we describe the implementation details of our training framework in Section 1. Then, we show more visualization examples of our multi-level cross-attention in Section 2.

1. Implementation Details for Model Training

We have three steps for model training. In the first two steps, the model is trained over the data-abundant base-classes dataset. In the last step, the model is fine-tuned over novel classes and then used for evaluation.

(1) Pre-training the single-branch based model over base classes. In this step, we train the single-branch based few-shot object detection model using large-scale base-class dataset. For model architecture, we use the vanilla Faster R-CNN model with the vision transformer backbone (PVTv2 [3, 4] in this work). The model is initialized from the ImageNet pretrained model provided by [3]. We follow the original Faster R-CNN paper for model training. The loss function is defined as,

$$L_1 = L_{rpn} + L_{rcnn}$$

where $L_{rpn}$ and $L_{rcnn}$ both consist of a classification loss and a bbox regression loss as follows,

$$L_{rpn} = L_{cls}^B + L_{loc}, \quad L_{rcnn} = L_{cls}^M + L_{loc}$$

where $L_{cls}^B$ denotes the binary cross-entropy loss over a “foreground” class (the union of all base classes) and a “background” class, and $L_{cls}^M$ denotes the multi-class cross-entropy loss over all base classes plus a “background” class. The $L_{loc}$ denotes the bbox regression loss using smooth $L_1$ loss defined in [2].

For model training on the MSCOCO dataset, we use the AdamW optimizer with an initial learning rate of 0.0001, weight decay of 0.0002, and a batch size of 4. The learning rate is divided by 10 after 15,000 and 20,000 iterations. The total number of training iterations is 20,000. We use much smaller iterations than in the first step thanks to the good initialization.

For model training on the PASCAL VOC dataset, we use the same hyper-parameters as on the MSCOCO dataset except using fewer training iterations. The initial learning rate is 0.0002, divided by 10 after 7,500 and 10,000 iterations. The total number of training iterations is 10,000.

(2) Training the two-branch based model over base classes. In this step, we train the proposed two-branch based model with fully cross-transformer (FCT). The model is initialized by the pretrained model in the first step. Our FCT model can reuse most of the parameters of the single-branch based model in the first step, and only need to learn the branch embedding and pairwise matching network [1]. We also show in Table 3 of the main paper the importance of the pre-trained single-branch based model. The loss function is defined as,

$$L_2 = L_{att_{rpn}} + L_{matching}$$

where $L_{att_{rpn}}$ and $L_{matching}$ both consist of a binary cross-entropy loss and a bbox regression loss,

$$L_{att_{rpn}} = L_{cls}^B + L_{loc}, \quad L_{matching} = L_{cls}^B + L_{loc}$$

where the Attention-RPN and the pairwise matching network both use the binary cross-entropy loss $L_{cls}^B$ and bbox regression loss $L_{loc}$ for training, following [1].

For model training on the MSCOCO dataset, we use the AdamW optimizer with an initial learning rate of 0.0001, weight decay of 0.0002, and a batch size of 4. The learning rate is divided by 10 after 15,000 and 20,000 iterations. The total number of training iterations is 20,000. We use much smaller iterations than in the first step thanks to the good initialization.

For model training on the PASCAL VOC dataset, we use the same hyper-parameters as on the MSCOCO dataset except using fewer training iterations. The initial learning rate is 0.0002, divided by 10 after 7,500 and 10,000 iterations. The total number of training iterations is 10,000.

(3) Fine-tuning the two-branch based model over novel classes. In this step, the model is fine-tuned using a sub-sampled $K$-shot dataset with both base classes and novel classes. We use the same loss function in the second step for model training. After the few-shot fine-tuning, the learned model is used for evaluation.

For model training on the MSCOCO and PASCAL VOC dataset, we use the AdamW optimizer with an initial learning rate of 0.0002, weight decay of 0.0002, and a batch size of 8. The learning rate is divided by 10 after 85,000 and 100,000 iterations. The total number of training iterations is 110,000.

Similarly, we use smaller training iterations for model training on the PASCAL VOC dataset. The initial learning rate is 0.0002, divided by 10 after 12,000 and 16,000 iterations. The total number of training iterations is 18,000.
rate of 0.0002, weight decay of 0.0001, and a batch size of 4. For 30-shot fine-tuning, the learning rate is divided by 10 after 3,000 iterations, and the total number of training iterations is 5,000. For 10-shot fine-tuning or fewer, the learning rate is divided by 10 after 2,000 iterations, and the total number of training iterations is 3,000.

2. Visualization of Multi-level Cross-attention

We show more visualization examples of the proposed multi-level cross-attention in Figure S1 and S2.

References


Figure S2. Visualization of the multi-level cross-attention, similar as the Figure 4 in the main paper.