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This supplementary material presents additional experi-
mental results. For the evaluation settings and implemen-
tation details, please refer to the paper. In the following,
we evaluate: 1) Number of training epochs for DESTR, 2)
Object detection produced directly by the mini-detector, 3)
Comparison to C-DETR with similar #Params, 4) Object
detection from different decoder layers (a.k.a. stages). Fi-
nally, we illustrate some additional qualitative results for the
proposed classification and regression cross-attention.

1. Number of Training Epochs
As mentioned in the paper, C-DETR [2] significantly re-

duces the training epochs in comparison to DETR [1], be-
cause C-DETR conditions the positional embedding of each
query with the corresponding decoder output embedding of
the previous stage. However, their content embedding is in-
ferred from scratch. Our DESTR uses a mini-detector to
initialize the content and positional embeddings of the de-
coder, which further reduces the training epochs relative to
that of C-DETR, as shown in Tab. 1.

Tab. 1 compares the performance of C-DETR-R50 and
DESTR-R50, with ResNet-50 as the backbone network, on
COCO 2017 val, for different numbers of training epochs.
The learning rate is decreased by 0.1 at epoch 20, 40, 60,
and 80, respectively. For the results of C-DETR trained with
25 epochs in Tab. 1, we follow C-DETR’s training script
provided on the authors’ GitHub.

From Tab. 1, DESTR converges faster than C-DETR. At
epoch 25, DESTR-R50 outperforms C-DETR by 2.8 in AP,
and at epoch 50, DESTR-R50 outperforms C-DETR-R50
with 108 epochs of training.

2. Evaluation of the Mini-detector and Abla-
tion of Decoder Layer Output

Tab. 2 shows object detection results produced directly
by the the mini-detector. Also, Tab. 2 tests ablations of the
decoder stages for DESTR-R50 trained with 50 epochs. As
can be seen, the mini-detector does not give good results

Model #epochs AP AP50 AP75 APS APM APL

C-DETR-R50 [2]* 25 37.3 58.2 39.5 17.7 40.6 55.7
C-DETR-R50 [2] 50 40.9 61.8 43.3 20.8 44.6 59.2
C-DETR-R50 [2] 75 42.1 62.9 44.8 21.6 45.4 60.2
C-DETR-R50 [2] 108 43.0 64.0 45.7 22.7 46.7 61.5

DESTR-R50 25 40.1 61.5 42.4 20.9 43.2 58.5
DESTR-R50 50 43.6 64.7 46.5 23.6 47.5 62.1
DESTR-R50 75 43.8 64.8 46.7 23.8 47.6 62.3

Table 1. The performance of DESTR and C-DETR with ResNet-
50 as the backbone network for the increasing number of training
epochs. “*” denotes we train C-DETR with the training script
provided at the authors’ GitHub.

(e.g., relative to FCOS [3]), and hence is used only for ini-
tializing the object queries. Also, as the number of decoder
stages grows, the performance steadily improves.

3. Comparison to C-DETR with Similar
#Params

The table 3 shows how our performance changes for dif-
ferent numbers of parameters (#Params). Our paper re-
ports results for a DESTR architecture that simply adds our
contributions to C-DETR, for fair comparison. This kind
of extension, of course, increases #Params relative to C-
DETR, as reported in Tab. 1 in paper. But our contribu-
tions also allow other design choices. As shown in the table
below, when we reduce the dimension of feature embed-
ding in Transformer from 256 to 160, and reduce the num-
ber of heads, the resulting DESTR architecture has a sim-
ilar #Params as C-DETR, and still outperforms C-DETR.
Hence, our performance improvement fundamentally stems
from our contributions – not from increasing #Params.

4. Additional Qualitative Results
Fig. 1 shows cross-attention maps on some example im-

ages from COCO-val, estimated by: (a) DETR trained
with 500 training epochs, and (b) C-DETR trained with 50
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output layers AP AP50 AP75 APS APM APL

mini-det 36.2 58.7 38.3 20.2 41.2 47.1
layer 1 38.0 59.9 40.5 20.7 42.1 52.3
layer 2 40.6 61.9 43.1 21.5 44.4 56.8
layer 3 42.3 63.4 45.0 22.8 46.2 59.5
layer 4 43.1 64.3 46.1 23.3 47.1 60.9
layer 5 43.4 64.5 46.3 23.5 47.3 61.7
layer 6 43.6 64.7 46.5 23.6 47.5 62.1

Table 2. Object detection results on COCO-val prduced by the
mini-detector and different decoder layers (a.k.a. stages).

model hidden dim nhead Gflops #params (M) AP
C-DETR-R50 256 8 90.0 44 40.9
C-DETR-R50 160 8 81.8 34 38.9
C-DETR-R50 160 5 81.6 34 39.5
DESTR-R50 256 8 104.4 69 43.6
DESTR-R50 160 8 87.1 46 41.9
DESTR-R50 160 5 86.9 46 42.4

Table 3. Comparison of our DESTR and C-DETR on COCO-val
when the dimension of embedding is reduced from 256 to 160, and
the number of Transformer heads is reduced from 8 to 5. The back-
bone is R50, and the results are obtained after 50 training epochs.

epochs. (c) DESTR’s classification cross-attention, and (d)
DESTR’s regression cross-attention. DESTR is trained with
50 epochs. As can be seen, DESTR’s classification cross-
attention focuses on discriminative object parts, whereas
DESTR’s regression cross-attention highlights horizontal
and vertical edges in the image.

Fig. 2 illustrates five out of eight attention multi-heads
of C-DETR, and the classification and regression cross-
attention of DESTR, for the heads which focus on the ob-
ject’s four boundaries and center, for a few example images
from COCO-val. The attention produced by the other three
heads are duplicates of the illustrated five. As can be seen,
the attention heads of C-DETR and DESTR that focus on
the object’s four boundaries are similar. But for the head
that represents the object’s center, the DESTR’s classifica-
tion and regression cross-attention are much broader than
C-DETR’s attention. In addition, DESTR’s center head of
classification cross-attention gets wider response from ob-
ject’s center appearance. Moreover, DESTR’s center head
of regression cross-attention is even larger, including some
regions that interact with other objects or background. We
think this is due to the intrinsic differences between the clas-
sification and regression tasks. This justifies our design to
separate these two tasks into two independent branches in
the decoder.
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Figure 1. Cross-attention maps estimated by: (a) DETR trained with 500 training epochs, and (b) C-DETR trained with 50 epochs. (c)
DESTR’s classification cross-attention focuses on discriminative object parts. (d) DESTR’s regression cross-attention highlights horizontal
and vertical edges in the image. DESTR is trained with 50 epochs. R50 is used as the backbone for all of the three models. For better
visualization, the figure shows square-root values of cross-attention. Warmer colors indicate higher cross-attention values.



Figure 2. 5 out of 8 attention multi-heads. This figure visualizes the cross-attention map for the heads which focus on the object’s four
boundaries and center. The attentions of the other three heads are duplicates of the 5 illustrated attentions. For clarity, we show square-root
values of attention.


