
Supplementary Material for Quantifying Societal
Bias Amplification in Image Captioning

This supplementary material includes:

• Experimental details (Appendix A).
• List of gender-related words (Appendix B).
• More visual examples (Appendix C).
• Additional results (Appendix D).
• Potential negative impact (Appendix E).

A. Experimental details
In this section, we provide the details for the experi-

ments.

A.1. LIC metric training details

We evaluate three classifiers for LIC (LSTM, BERT-ft,
and BERT-pre). Their details and hyperparameters can be
found below. All the classifiers are trained with Adam [8].

• LSTM. A two-layer bi-directional LSTM [6] with a
fully-connected layer on top. Weights are initialized
randomly and training is conducted on the training set
for 20 epochs, with learning rate 5× 10−5.

• BERT-ft. BERT-base [4] Transformer with two fully-
connected layers with Leaky ReLU activation on top.
All the weights are fine-tuned while training. Training
is conducted for 5 epochs with learning rate 1× 10−5.

• BERT-pre. Same architecture as BERT-ft. Only
the last fully-connected layers are fine-tuned, whereas
BERT weights are frozen. Training is conducted for
20 epochs with learning rate 5× 10−5.

A.2. Other metrics details

Details for computing BA, DBAG, and DBAO metrics.

• BA. We use nouns, verbs, adjectives, and adverbs of
the top 1, 000 common words in the captions as L and
calculate the co-occurrence of the gender words and
the common words in the captions. As [18], we filter
the words that are not strongly associated with humans
by removing words that do not occur with each gender
at least 100 times in the ground-truth captions, leaving
a total of 290 words.

• DBAG and DBAO. Let p denote the probability
calculated by the (co-)occurrence. The definition of
DBAG and DBAO [15] is:

DBA =
1

|L||A|
∑

a∈A,l∈L

yal∆al + (1− yal)(−∆al)

(1)

yal = 1 [p(a, l) > p(a)p(l)] (2)

∆al =

{
p̂(a|l)− p(a|l) for DBAG

p̂(l|a)− p(l|a) for DBAO
(3)

For DBAG, we use the MSCOCO objects [10] anno-
tated on the images as L and gender words in the cap-
tions as A. For DBAO, we use the MSCOCO objects
[10] in the captions as L and gender annotations [17]
as A.

A.3. Image masking

Here, we explain how we masked objects and people in
the images to estimate the contribution of each modality to
the bias.

• SAT [16] uses grid-based deep visual features [7] ex-
tracted by ResNet [5]. Thus, we directly mask the ob-
jects, people, or both in the images using segmentation
mask annotations, and feed the images into the cap-
tioning model to generate captions.

• OSCAR [9] leverages region-based deep visual fea-
tures [1] extracted by a Faster-RCNN [11]. Therefore,
instead of masking the objects, people, or both in the
images, we remove the region-based features whose
bounding box overlaps with the ground truth bounding
by more than 50 percent.

B. List of gender-related words
We list the gender-related words that are replaced with

the special token when inputting to gender classifiers:
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Table 1. Racial bias scores according to LIC, LICM , and LICD for several image captioning models. Captions are encoder with LSTM,
BERT-ft, or BERT-pre. Unbiased model is LICM = 25 and LIC = 0.

LSTM BERT-ft BERT-pre
Model LICM LICD LIC LICM LICD LIC LICM LICD LIC

NIC [14] 33.3 ± 1.9 27.6 ± 1.0 5.7 37.0 ± 3.0 36.7 ± 1.1 0.3 34.7 ± 2.1 33.6 ± 1.2 1.1
SAT [16] 31.3 ± 2.3 26.8 ± 0.9 4.5 38.1 ± 2.7 36.5 ± 1.4 1.6 33.9 ± 1.5 33.3 ± 1.3 0.6
FC [12] 33.6 ± 1.0 26.0 ± 0.8 7.6 40.4 ± 2.4 36.4 ± 1.6 4.0 36.9 ± 2.2 32.6 ± 1.2 4.3
Att2in [12] 35.2 ± 2.3 26.6 ± 0.9 8.6 40.4 ± 2.0 36.1 ± 1.2 4.3 36.8 ± 1.9 32.7 ± 1.1 4.1
UpDn [1] 34.4 ± 2.1 26.6 ± 0.9 7.8 40.2 ± 1.7 36.9 ± 1.2 3.3 36.5 ± 2.5 33.2 ± 1.2 3.3
Transformer [13] 33.3 ± 2.3 27.2 ± 0.8 6.1 39.4 ± 1.7 37.4 ± 1.3 2.0 36.2 ± 2.2 34.1 ± 1.2 2.1
OSCAR [9] 32.9 ± 1.8 27.0 ± 1.0 5.9 39.4 ± 2.3 36.9 ± 0.9 2.5 35.5 ± 2.5 32.9 ± 1.1 2.6
NIC+ [2] 34.9 ± 1.5 27.3 ± 1.2 7.6 39.5 ± 2.6 37.1 ± 1.3 2.4 36.8 ± 2.4 33.6 ± 1.3 3.2
NIC+Equalizer [2] 34.5 ± 2.8 27.3 ± 0.8 7.2 38.7 ± 3.1 36.6 ± 1.3 2.1 36.0 ± 2.2 33.4 ± 1.4 2.6

woman, female, lady, mother, girl, aunt, wife, actress,
princess, waitress, sister, queen, pregnant, daughter, she,
her, hers, herself, man, male, father, gentleman, boy, uncle,
husband, actor, prince, waiter, son, brother, guy, emperor,
dude, cowboy, he, his, him, himself and their plurals. Or-
ange/Olive denotes feminine/masculine words used to cal-
culate Ratio, Error, BA, and DBAG.

C. Visual examples
Here, we show more visual examples that could not be

included in the main paper due to space limitations. Fig-
ure 1 shows generated captions and their bias score for all
the models evaluated in the main paper. Additionally, Fig-
ure 2 shows more examples where NIC+Equalizer produces
words strongly associated with gender stereotypes even
when the evidence is not contained in the image. Whereas
in the main paper we showed samples for women, here we
show samples for men. It can be seen that NIC+Equalizer
generates male-related words (e.g., suit, tie), and thus, ob-
tain a higher bias score. We also show additional examples
when images are partly masked in Figure 3. The generated
caption when the person (man) and the most correlated ob-
ject (bicycle) are masked still contains a large bias score
towards male.

D. Additional results
We compare LIC for race when using different language

encoders in Table 1. As with gender bias, the results show
that LIC is consistent across different language models.

E. Potential negative impact
A potential negative impact of the use of the LIC met-

ric to evaluate societal bias in image captioning is that re-
searchers and computer vision practitioners may underesti-
mate the bias and their impact in their models. Although it

is important to have a tool to measure societal bias in com-
puter vision models, we need to note that none metric can
ensure the actual amount of bias. In other words, even if
LIC (or any other metric) is small, or even zero, the model
may still be biased. Therefore, relying on a single metric
may overlook the problem.

Additionally, whereas we use the value of LIC as the
amount of bias amplification on a model, the definition of
bias is different among existing work. As there is no stan-
dard definition of bias for image captioning, we should no-
tice that our method is, perhaps, not the most appropriate
one for all the contexts, and researchers should carefully
consider which metric to use according to each application.
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a woman is sitting on a bench outside

Bias Score

NIC

Equalizer

Humans an image of a blonde women with an umbrella on a sunny day

a woman holding a bunch of green bananas

SAT

FC

Att2in

UpDn

Transformer

OSCAR a woman walking down a street with an umbrella

a woman with a umbrella walking down a stone wall

a woman standing in the street holding an umbrella

a woman standing in front of a building

a woman standing in front of a black and white photo of a teddy bear 

a woman standing in front of a stone wall

a man riding a skateboard down a street

Bias Score

NIC

Equalizer

Humans people on the road skating near a park 

a man riding a skateboard down a street

SAT

FC

Att2in

UpDn

Transformer

OSCAR a group of people riding skateboards in a parking lot 

a group of young men riding skateboards in a parking lot

a man riding a skateboard in a skate park

a group of people riding skateboards down a street

a group of people riding skateboards on a street

a man riding a skateboard down a street

Female Male

Bias Score

OSCAR a woman sitting in a chair with a teddy bear 

a woman in a red dress holding a teddy bear

NIC

Equalizer

Humans a girl who has a teddy bear on her shoulders

a woman wearing a hat and a hat

SAT

FC

Att2in

UpDn

Transformer a woman is posing with a stuffed animal

a woman sitting on a chair with a teddy bear

a woman sitting in a chair with a teddy bear

a woman holding a cell phone in a room 

a woman in a black dress and a teddy bear

Figure 1. For each caption generated by humans or the models evaluated in the paper, we show our proposed bias score for female and
male attributes. The contribution of each word to the bias score is shown in gray-scale (bold for the word with the highest contribution).
Gender related words are masked during training and testing.



    Female
    Male

a man in a suit and tie standing on a sidewalk

Bias Score

Female Male

NIC

Equalizer

Humans

Bias Score

a man sitting in a chair holding a cell phoneNIC

Equalizer

Humans

a man in a suit and tie holding a cell phone

a man holding a hot dog in his right hand

a man standing on the street holding a skateboard

a man standing on a beach holding a skateboard

Figure 2. Measuring gender bias in MSCOCO captions [3]. For each caption generated by humans, NIC [14], or NIC+Equalizer [2], we
show our proposed bias score for female and male attributes. The contribution of each word to the bias score is shown in gray-scale (bold
for the word with the highest contribution). Gender related words are masked during training and testing.

a man riding a 
bike down a dirt 
road (0.82)

a man riding a 
bike down a dirt 
road (0.86)

a man jumping in 
the air with a 
frisbee (0.71)

a man is holding a 
frisbee in the air 
(0.68)

w/o person

Original

w/o both

w/o object

Female Male 

Figure 3. Generated captions and bias scores when images are partly masked.
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