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1. Qualitative Comparisons
We make some qualitative analysis with previous method

which is shown in Fig 1. It can be seen that previous meth-
ods failed on the difficult text instance such as “Party”,
while SwinTextSpotter can handle such case by exploiting
the synergy of text detection and recognition.

Intuitively, the detection result of SwinTextSpotter is
more accurate.

(a) MaskTextSpot-
ter [1]

(b) MaskTextSpot-
terV3 [2]

(c) ABCNet [3]

(d) ABCNetv2 [4] (e) MANGO [5] (f) SwinTextSpotter

Figure 1. Qualitative analysis of SwinTextSpotter and other exist-
ing methods. Best view in screen.

2. Ablation study of Recognition Conversion
We verify the effectiveness of other components without

RC which helps to better reveal the effectiveness of RC.
†Equal contribution.
∗Corresponding author.

Method Total-Text
Det-Hmean E2E-Hmean

SwinTextSpotter-withou RC 82.8 63.4
SwinTextSpotter 83.2 66.9

Table 1. Ablation study on Recognition Conversion.

From Table 1, the performance, that using other compo-
nents without RC, drops from 83.2% to 82.8% for detection
and 66.9% to 63.4% for end-to-end scene text spotting.

3. Comparison different backbone in different
frameworks

We also try to replace ResNet50 with Swin-Transformer
on ABCNet [3]. From Table 2, the result can be improved
by 1.8% with Swin-Transformer in text spotting. But there
is no improvement for detection. It is similar to the case in
SwinTextSpotter.

Table 2. Comparison different backbone on different architectures
on Total-Text. ABC-R50 means ABCNet with ResNet50. ABC-
Swin means ABCNet with SwinTransformer. Det. means detec-
tion result. E2E means end-to-end text spotting result.

ABC-R50 ABC-Swin Our-R50 Our-Swin
Det. E2E Det. E2E Det. E2E Det. E2E
86.0 67.1 86.0 68.9 87.2 72.4 87.3 74.0
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