Appendix
A. Comparison between From-Scratch Pruning and Transfer

We now present an experiment which supports our claim that from-scratch pruning and finetuning is inferior to transfer
from ImageNet sparse models. For instance, image classification on the CIFAR-100 [38] dataset using a WideResNet [68]
architecture, following [57], the AC/DC and GMP pruning methods at 90% sparsity reach 79.1% and 77.7% Top-1 validation
accuracies, respectively. In contrast, finetuning from a ResNet50 backbone pruned on ImageNet using AC/DC and GMP at
90% sparsity reaches a validation accuracy of 83.9% and 84.4%, respectively (please see Table C.2 for the results). This
example serves to illustrate the significant accuracy gains from using transfer learning with sparse models, as opposed to
training sparse models from scratch.

B. Hyperparameters and Training Setup

Here we discuss the general hyperparameters and experimental setup used for the full and linear finetuning experiments.
Regarding data loading image augmentation settings, we are careful to match them to the ones used in the original upstream
training protocol. Specifically, this affects the choice of whether to use Bicubic or Bilinear image interpolation for image
resizing; for example, Rigl. models were trained using Bicubic interpolation, whereas the other pruning methods considered
used the Biliniar interpolation. All ResNet and MobileNet models considered were trained using standard ImageNet-specific
values for the normalization mean and standard deviation. In the case of full finetuning, we used dataset-specific normal-
ization values for the downstream tasks; these were obtained by loading the dataset once with standard data augmentations
and computing the means and variances of the resulting data. For linear finetuning, we use center cropping of the images,
followed by normalization using standard ImageNet values. For both full and linear finetuning, we use the same training
hyperparameters as [61]; specifically, we train for 150 epochs, decreasing the initial learning rate by a factor of 10 every 50
epochs. We use 0.01 as the initial learning rate for all linear finetuning experiments; for full finetuning, we empirically found
0.001 to be the initial learning rate which gives comparable results for most datasets except Aircraft and Cars, for which we
use 0.01. Our experiments were conducted using PyTorch 1.8.1 and NVIDIA GPUs. All full finetuning experiments on the
ResNet50 backbone were repeated three times and all linear finetuning experiments five times.

C. Extended ResNet50 Results

In this section, we provide additional details, together with the complete results for our experiments for linear and full
finetuning from ResNet50, presented in Sections 3.3 and 3.4. For each pruning method, we used a range of sparsity levels,
and trained linear and full finetuning for each model and sparsity level, on all 12 downstream tasks; each experiment was
repeated 5 times for linear and 3 times for full finetuning. Note that checkpoints for some pruning methods were not available
for some of the higher sparsities.

C.1. Linear Finetuning Results

We provide the complete results for our linear finetuning experiments on each downstream task, for all pruning methods
and sparsity levels considered. The results for the transfer accuracies for each pruning strategy, sparsity level, and downstream
task are presented in Figure C.1 and Table C.1. We discussed in Section 3.3 that regularization methods match and even
sometimes outperform the dense baseline transfer performance. Note that this fact is valid not only in aggregate, but also at
the level of each individual dataset.

In table C.1, we also include the linear transfer results for LTH-T. We note that the generally poor performance of the
method, especially for more specialized tasks and higher sparsity levels, should not be taken as a criticism of the method
itself: this use case is clearly contrary to the method’s design, and the spirit of the original Lottery Ticket Hypothesis (which
aims to discover masks with the intent to retrain, rather than final weights). Rather, we include these results to provide
quantitative justification for the omission of LTH-T from any further analyses, and supporting the original authors’ point that
additional finetuning is necessary in order to obtain a competitive lottery ticket for transfer learning.

Additionally, we also validate our linear finetuning results by training with a different optimizer than SGD with momen-
tum; namely, we use L-BFGS [47] and L regularization. We tested multiple values for the Ly regularization strength and
we report for each dataset and method the highest value for the test accuracy. The results of this experiment are presented
in Table C.3. Despite the differences in test accuracy between models trained with SGD or L-BFGS, we can observe a very
similar trend related to the performance of sparse models over the dense baseline: namely, regularization pruning methods,
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Figure C.1. (ResNet50) Per-dataset downstream validation accuracy for transfer learining with linear finetuning.
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Figure C.2. (ResNet50) Per-dataset downstream validation accuracy for transfer learining with full finetuning.

such as AC/DC, STR or RigL, tend to be close to—or even outperform—the dense baseline, especially on fine-grained tasks
(Aircraft, Cars).

C.2. Full Finetuning Results

Similarly to linear finetuning, we further provide complete results for full finetuning from sparse models. We present
individual results per downstream task and pruning method, at different sparsity levels, in Figure C.2 and Table C.2; we
report for each the average and standard deviation across 3 different trials. The results further support our conclusions
from Section 3.4; namely, downstream task accuracy is correlated with the backbone sparsity, and progressive sparsification
methods (GMP, WoodFisher) generally perform better than regularization methods.

D. Training Time Speed-up

The results presented in Section 3.6 are encouraging, suggesting that using features obtained from sparse models for
linear finetuning can substantially reduce the training time, 2 and up to 3 times at 90% sparsity on the backbone model, with
a small effect on the downstream accuracy, relative to the dense baseline. We additionally provide speed-up numbers for
other sparsity levels. Table D.4 shows the average training time per epoch, as a fraction of the dense finetuning time, for the
pruned models at different levels of sparsities. The numbers we show are computed for the Caltech-101 downstream task;
however, they will most likely be very similar across all tasks, since the time required for inference on the backbone network
dominates the time required for optimizing the linear classifier.

Furthermore, following [36], the accuracy for finetuning the linear classifier with pre-extracted features typically correlates
very well with the accuracy of linear finetuning when data augmentation is used (as in this specific example). Therefore, based
on the results from Figures C.1 and 4, we hypothesize that there are significant advantages when using sparse models for
linear finetuning: firstly, potential improvements in transfer accuracy, compared to the dense backbone, and more notably,
smaller memory footprint and training time savings.



Pruning Strategy Dense AC/DC GMP LTH-T RiglL ERK 1x RigL ERK 5x STR WoodFisher
80% Sparsity
Aircraft 492 +0.1 551+01 458+0.1 369+0.1 54.6 + 0.1 55.2 +0.2 53.7+0.0 40.0+0.2
Birds 577+0.1 584+0.0 562400 29.6+0.1 552 +0.0 56.7 + 0.1 562+0.1 519+0.1
CIFAR-10 91.24+0.0 909+00 89.7+00 834+0.1 89.7 £0.1 90.0 £ 0.1 9144+0.0 89.6£0.0
CIFAR-100 746 0.1 74.7+01 72.0+0.1 62.0£0.1 73.1 +£0.1 73.7 £ 0.0 747 +0.0 71.3+0.0
Caltech-101 919+0.1 9244+0.2 91.5+02 754+0.1 91.1 +£0.1 90.8 + 0.3 91.2+0.1 91.2+0.1
Caltech-256 848 +0.1 84.6+0.1 839+0.1 66.1=+0.1 83.3 £ 0.1 84.6 + 0.1 83.6 0.0 83.7+0.1
Cars 5344+0.1 56.6+0.0 49.1+0.1 32.7+0.1 574+ 0.1 58.6 + 0.1 570+0.1 449+0.1
DTD 73.5+02 744+01 712401 649402 735+0.2 729+0.3 743+ 0.2 70.8+0.2
Flowers 91.6 0.1 927+0.1 909+0.1 856=+0.1 922 4+0.1 92.3 +£0.1 93.0+0.0 87.6+0.1
Food-101 73.24+0.0 73.84+0.0 7054+0.0 61.9+0.0 73.3+0.0 725+ 0.1 73.9+0.0 685+0.0
Pets 92,6 0.1 9234+0.1 925+0.1 794 +0.1 919+ 0.1 92.5 + 0.2 91.7+0.0 922+0.1
SUN397 60.1 0.0 60.4+0.0 58.14+0.0 47.44+0.0 59.1 +£0.1 59.9 + 0.0 603+0.0 57.8+0.1
90% Sparsity
Aircraft 492+01 555+01 487+0.1 165+0.2 54.1 +£0.1 56.6 + 0.1 529+0.1 44.0+0.2
Birds 577+0.1 587+0.0 5544+0.1 11.4+0.1 53.3+0.0 57.2 £ 0.1 552+0.1 527+0.1
CIFAR-10 91.2+0.0 91.0+0.0 894400 67.0£0.1 90.0 + 0.1 90.2 + 0.1 90.6 0.0 889+0.0
CIFAR-100 746 +£0.1 743+00 71.5+0.0 4224+0.1 72.8 £ 0.1 734 +0.1 73.7+0.1 70.5+0.0
Caltech-101 91.94+0.1 925+0.1 91.6+£0.1 49.0+0.6 90.6 + 0.3 914+ 04 909+0.1 91.3+0.1
Caltech-256 848 +0.1 845+0.0 829+0.0 42.0=£0.1 81.9 £ 0.0 84.5 £ 0.1 82.6+0.0 83.0+0.1
Cars 534+0.1 56.0+0.1 502400 154=+0.1 555+0.1 60.5 + 0.1 548 +0.1 46.7+0.0
DTD 735+02 73.7+02 724402 547 +0.1 72.6 +£0.3 727 +0.2 73.8+0.1 71.0+£0.2
Flowers 91.6 0.1 9244+0.0 914+0.1 67.7+0.1 91.6 + 0.1 924 4+ 0.1 93.0+0.1 89.0+0.1
Food-101 73.2+0.0 738+0.0 71.14+0.0 469+0.0 71.7+£0.0 72.6 £ 0.0 726 +0.0 69.2+0.0
Pets 92.6 0.1 91.9+0.1 920+£0.1 43.8+0.2 91.1 £ 0.1 91.9+0.2 91.1+0.1 920+0.1
SUN397 60.1 0.0 598 +0.1 581400 31.7+0.1 57.7+0.0 59.8 £ 0.1 582+0.0 56.8+0.0
95% Sparsity
Aircraft 492 +0.1 56.6£0.1 N/A 45+03 53.54+0.1 56.9 + 0.1 503+0.1 456+03
Birds 57.7+0.1 57.7+0.0 N/A 23+0.1 51.9+0.1 5594+ 0.0 52.1+0.1 51.8+0.1
CIFAR-10 91.2+0.0 90.54+0.0 N/A 39.9+0.2 89.4 + 0.0 89.8 0.1 89.1 0.0 88.6+0.0
CIFAR-100 74.6 £ 0.1 734+0.0 N/A 13.5+0.2 715+ 0.1 72.4 + 0.1 71.7+0.0 69.7+0.0
Caltech-101 919+ 0.1 91.6+0.1 N/A 20.1 + 0.5 89.0 £ 0.1 914+ 0.1 90.0+0.2 91.0+£0.2
Caltech-256 848 +0.1 828 +0.1 N/A 124 + 0.3 80.1 £ 0.1 83.5 £ 0.1 80.24+0.1 81.24+0.1
Cars 5344+0.1 569 +0.1 N/A 394+0.1 52.9 £ 0.0 57.0 + 0.1 505401 455+£0.0
DTD 73.5+0.2 72.74+0.1 N/A 27.44+0.2 719 + 0.1 729+ 0.2 72.1+02 704+0.1
Flowers 91.6 £0.1 93.0+0.1 N/A 27.8 £ 0.6 91.0 +0.1 924 +0.1 919+0.1 89.6+0.0
Food-101 73.2+0.0 73.2+0.0 N/A 15.0 £0.1 70.6 + 0.1 71.9 £ 0.0 70.7+0.0 682+0.0
Pets 92,6 +0.1 91.0+0.2 N/A 159+0.2 90.1 +0.1 91.1 £ 0.1 89.8+0.1 91.4+0.0
SUN397 60.1 +0.0 582+0.0 N/A 84+0.2 559+ 0.1 583+ 0.1 563+0.0 551+0.1
98% Sparsity
Aircraft 492 +0.1 54.8+0.1 N/A N/A N/A N/A 480+0.1 450+0.1
Birds 57.7+0.1 5454+0.0 N/A N/A N/A N/A 437+0.0 48.1+0.1
CIFAR-10 91.24+0.0 89.24+0.0 N/A N/A N/A N/A 86.5+0.0 86.6+0.0
CIFAR-100 74.6 0.1 71.6+0.0 N/A N/A N/A N/A 67.4+00 67.8+0.0
Caltech-101 919+ 0.1 89.0+0.1 N/A N/A N/A N/A 86.3+0.1 885+0.1
Caltech-256 848+ 0.1 79.8+0.0 N/A N/A N/A N/A 734+0.1 77.1+0.0
Cars 534 +0.1 52.14+0.0 N/A N/A N/A N/A 444 +0.1 422+0.0
DTD 735+02 71.6+0.1 N/A N/A N/A N/A 684+02 683+0.1
Flowers 91.6 0.1 923+ 0.1 N/A N/A N/A N/A 90.8 0.1 89.5+0.1
Food-101 73.2+0.0 70.84+0.0 N/A N/A N/A N/A 653+0.0 665+0.0
Pets 92.6 = 0.1 89.2+0.1 N/A N/A N/A N/A 85.5+0.1 88.7+0.1
SUN397 60.1 +0.0 55.14+0.0 N/A N/A N/A N/A 509+0.0 524+0.0

Table C.1. Transfer accuracy for sparse ResNet50 transfer with linear finetuning.



Pruning Strategy Dense AC/DC GMP LTH-T RiglL ERK 1x RigL ERK 5x STR WoodFisher
80% Sparsity
Aircraft 83.6+04 833+0.1 844+02 84.7+0.5 82.6 £ 0.3 82.44+0.2 79.8+0.3 84.8+0.2
Birds 724+03 6994+02 725402 71.4+0.1 723+0.3 73.4 + 0.1 68.1+0.1 724+04
CIFAR-10 974+ 0.0 969+0.1 97.24+0.0 97.0+0.0 96.9 + 0.0 97.1 £ 0.0 96.5+0.1 97.2+0.1
CIFAR-100 85.6+0.2 849+02 851400 844+02 83.6 0.2 84.1+04 83.6+0.2 851+0.1
Caltech-101 93.5+0.1 9254+02 93.7+0.5 92.1+0.5 92.5+0.1 92.0 £ 0.3 90.7+0.6 93.7+0.1
Caltech-256 86.1 +0.1 854402 851402 83.1+0.1 83.8 £ 0.1 842 +0.2 84.0+0.1 85.1+0.1
Cars 90.3+0.2 892+0.1 903401 89.9+0.0 89.4 + 0.1 89.6 + 0.1 87.8 £0.1 90.5+ 0.2
DTD 76.2+03 757+05 754+01 752+04 745+ 0.2 742 +0.2 73.7+06 754+03
Flowers 95.0+0.1 947402 959402 939402 95.7+0.2 96.1 + 0.1 93.74+02 955+£0.2
Food-101 873+0.1 869+0.1 874+0.1 869=+0.1 86.9 + 0.1 87.2 + 0.1 8594+0.1 87.4+0.1
Pets 934 +01 9254+0.0 934+01 929+0.1 922+ 0.1 92.4 + 0.1 92.1+0.1 93.3+0.3
SUN397 648 +0.0 640+0.0 63.1+0.1 61.7+02 622 +0.2 62.0 +0.3 626+0.1 628+0.1
90% Sparsity
Aircraft 83.6+04 828+10 83.9+0.7 849+03 81.6 £ 0.5 83.0 04 787+04 845+04
Birds 724+03 685+01 705+0.1 67.8+0.2 70.3 £ 0.0 72.9 + 0.2 66.0+02 71.6+£0.2
CIFAR-10 974+ 0.0 96.6+0.1 97.14+0.0 96.6+0.2 96.4 + 0.1 97.0 £ 0.1 96.1 £0.1 97.0+0.1
CIFAR-100 85.6+0.2 839+0.1 84.4+0.0 83.0+0.1 83.0+0.2 83.7+0.3 8294+02 844402
Caltech-101 935+01 926+02 929+02 845403 91.74+0.3 9234+04 909+03 93.9+03
Caltech-256 86.1 0.1 8484+0.1 837403 78.6+0.1 82.74+0.2 84.0 £ 0.1 83.14+0.2 84.0+0.1
Cars 90.3+0.2 885+0.2 89.5+0.0 89.5+0.1 88.4 £ 0.1 89.2 £ 0.1 86.7+0.2 90.0 +0.2
DTD 76.2+03 752+01 742+0.1 71.9+0.1 734 +04 75.2 £ 0.8 732+04 755+04
Flowers 950+0.1 946+0.1 9534+0.1 89.8+0.2 955+ 0.1 96.1 + 0.1 934+04 955+03
Food-101 873+0.1 86.6+0.1 86.8+0.1 86.4+0.1 859 + 0.1 87.3+0.2 848+ 0.0 87.0+0.1
Pets 934+01 921+01 922+£0.1 91.14+0.2 914 +£0.2 923+ 0.1 91.7+02 927+03
SUN397 648 +0.0 63.0+0.0 625+02 583+02 61.3+0.1 62.0+0.2 612+00 623+0.1
95% Sparsity
Aircraft 83.6+-04 81.2+04 N/A 82.6 £0.8 80.7 £ 0.1 82.5+04 767+ 0.8 83.6 + 0.6
Birds 724 +0.3 669 +0.1 N/A 62.2 +0.1 68.3+0.2 71.6 £ 0.1 623+0.1 699+0.1
CIFAR-10 974+ 0.0 96.2+0.1 N/A 955+ 0.1 96.0 + 0.1 96.6 + 0.1 954 +0.1 96.7+0.1
CIFAR-100 85.6 0.2 829 +0.1 N/A 80.0 + 0.1 82.0+0.2 82.8 £ 0.0 80.9+0.3 83.1+0.1
Caltech-101 93.5+0.1 919402 N/A 65.3 + 0.8 90.7 + 04 92.2 +0.3 89.8 +£0.1 92.0+0.3
Caltech-256 86.1 +0.1 83.1+0.0 N/A 71.8 £ 0.3 81.1 £0.2 83.1 £0.2 80.34+0.0 824+4+0.1
Cars 90.3 0.2 87.6+0.1 N/A 875+ 04 879 +0.3 889+ 0.2 8494+0.2 889+0.2
DTD 762+ 03 74.1+04 N/A 67.1 0.8 73.3+0.2 73.5+0.2 726 +04 737+£03
Flowers 95.0+0.1 94.1 £0.3 N/A 76.0 + 1.3 949+ 0.3 96.0 + 0.0 93.0+03 950+03
Food-101 873+ 0.1 855+0.0 N/A 85.4 +£0.1 85.1+0.2 86.6 0.0 83.0+0.1 86.3+0.1
Pets 934 +0.1 91.0+0.1 N/A 84.5+0.5 90.1 +£0.2 91.6 + 0.3 89.9+0.3 923+0.3
SUN397 648 +0.0 614402 N/A 51.44+0.3 60.0 +0.3 61.1 0.2 59.0+0.1 609 +0.1
98% Sparsity
Aircraft 83.6+04 79.1+0.2 N/A N/A N/A N/A 720+02 814+03
Birds 724+03 634+0.1 N/A N/A N/A N/A 541+01 654+03
CIFAR-10 974+ 0.0 95.0+0.1 N/A N/A N/A N/A 93.84+0.1 96.0£0.0
CIFAR-100 85.6 0.2 79.8+0.1 N/A N/A N/A N/A 759+02 80.7+0.2
Caltech-101 93.5+0.1 889+0.1 N/A N/A N/A N/A 852 +0.6 89.8+0.3
Caltech-256 86.1 +0.1 80.3 +0.1 N/A N/A N/A N/A 742+0.0 789 +0.1
Cars 90.3+0.2 855402 N/A N/A N/A N/A 799+0.5 86.8+0.1
DTD 762+ 03 726+0.1 N/A N/A N/A N/A 694+03 71.8+0.1
Flowers 95.0 0.1 929+0.1 N/A N/A N/A N/A 91.84+03 94.0+£0.2
Food-101 87.3+0.1 83.2+0.0 N/A N/A N/A N/A 779+0.1 842+0.1
Pets 934 +0.1 888+0.2 N/A N/A N/A N/A 855+0.1 89.8+0.1
SUN397 64.8 +0.0 584 +0.1 N/A N/A N/A N/A 53.8+02 585+0.1

Table C.2. Transfer accuracy for sparse ResNet50 transfer with full finetuning.



Pruning Strategy Dense AC/DC GMP RigL ERK 1x RigL ERK5x STR WoodFisher
80% Sparsity

Aircraft 50.3 56.7 46.9 554 55.6 54.6 43.1
Birds 56.7 57.7 54.6 55.1 56.2 55.8 50.7
Caltech-101 91.8 92.0 91.2 91.5 91.2 91.4 91.3
Caltech-256 84.3 84.6 83.2 833 84.6 83.3 83.0
Cars 56.2 59.5 50.1 58.9 60.4 60.0 46.5
CIFAR-10 88.5 88.3 87.5 86.9 88.1 88.9 86.3
CIFAR-100 72.3 72.4 69.1 70.7 71.8 72.9 68.1
DTD 73.2 72.8 69.9 72.9 73.1 73.3 70.0
Flowers 92.9 93.9 92.0 93.3 933 93.9 89.0
Food-101 67.7 68.6 65.3 67.2 68.1 68.1 62.8
Pets 92.5 91.9 922 91.3 922 91.5 91.4
SUN397 58.5 59.3 56.4 58.0 594 59.4 55.8
90% Sparsity
Aircraft 50.3 56.7 49.6 55.3 574 54.6 45.0
Birds 56.7 57.7 54.3 52.8 56.9 54.7 515
Caltech-101 91.8 92.3 91.0 90.5 91.5 90.4 91.2
Caltech-256 84.3 84.1 82.6 81.7 84.7 82.3 82.5
Cars 56.2 59.0 524 57.3 62.0 57.8 48.4
CIFAR-10 88.5 88.5 86.7 87.1 87.5 87.4 86.2
CIFAR-100 72.3 71.6 68.9 70.1 72.0 72.0 67.6
DTD 73.2 72.8 71.8 71.5 71.6 72.2 69.3
Flowers 92.9 934 92.7 92.6 93.3 94.1 90.2
Food-101 67.7 67.7 65.9 65.0 67.5 67.3 63.6
Pets 92.5 91.6 91.8 91.3 91.5 90.5 91.1
SUN397 58.5 58.2 56.3 56.9 59.0 57.2 54.6
95% Sparsity
Alircraft 50.3 57.2 N/A 54.3 574 515 45.7
Birds 56.7 56.4 N/A 50.8 55.5 51.1 49.9
Caltech-101 91.8 91.6 N/A 89.4 91.7 89.9 90.6
Caltech-256 84.3 82.4 N/A 80.1 83.5 80.0 80.8
Cars 56.2 59.4 N/A 55.1 58.8 53.0 46.8
CIFAR-10 88.5 87.9 N/A 86.7 86.9 86.4 86.3
CIFAR-100 72.3 69.6 N/A 68.8 70.0 69.6 66.4
DTD 73.2 71.3 N/A 71.1 72.8 70.3 70.1
Flowers 92.9 94.2 N/A 92.3 93.5 93.1 90.8
Food-101 67.7 66.6 N/A 63.6 66.1 64.8 63.0
Pets 92.5 90.4 N/A 89.7 90.9 89.2 90.5
SUN397 58.5 56.8 N/A 54.9 57.7 54.8 52.7

Table C.3. Validation accuracy for sparse ResNet50 transfer with linear finetuning using the L-BFGS optimizer

Sparsity STR  GMP  WoodFisher AC/DC RigL 5x

80% 0.44x  0.50x 0.53x 0.60x 0.71x
90% 0.28x  0.36x 0.37x 0.43x 0.50x
95% 0.22x N/A 0.28x 0.32x 0.36x

Table D.4. Average training time per epoch for linear finetuning using sparse models, as a fraction of the time per epoch required for the
dense backbone. The numbers shown are computed on the Caltech-101 dataset.



E. Sparse Convolutional Filters

In this section we illustrate the percentage of convolutional filters that are pruned during the training phase of the sparse
ResNet50 models on ImageNet. The numbers presented in Table E.5 show that models pruned using AC/DC have consid-
erably more sparse filters, compared to other sparse models. Similarly, Rigl. 5x models also have a significant number of
sparse filters at high sparsity (95% sparsity).

Pruned —be WoodFisher GMP  sTR  RigLERK - Rigl ERK
Filters (%) 1x 5x
80% 2.9% 0.9% 1.6% 0.5%  02% 0.6%
90% 8.5% 2.0% 28% 20%  12% 2.7%
95% 18% 3.0% NA 60%  43% 9.1%

Table E.5. Percentage of convolutional filters that are completely masked out, for different pruning methods on ResNet50, at different
sparsity levels. AC/DC has significantly more pruned filters.

F. Experiments on ResNet18 and ResNet34

In this section, we further validate our findings for linear finetuning from ResNet50 on two additional smaller architectures,
namely ResNet18 and ResNet34. Specifically, we test whether regularization pruning methods generally have better transfer
potential than progressive sparsification methods, and whether regularization pruning methods improve over dense models for
fine-grained classification tasks. For this purpose, we trained AC/DC and GMP on ImageNet using ResNet18 and ResNet34
models, for 80% and 90% sparsity, using the same hyperparameters as for ResNet50. For both ResNet18 and ResNet34,
there was a fairly large gap in ImageNet validation accuracy between GMP and AC/DC for both 80% and 90% sparsity, in
favor of GMP, which almost recovered the baseline accuracy at 80% sparsity.

We show the results for linear finetuning using AC/DC and GMP in Table F.6 for ResNet18, respectively Table F.7 for
ResNet34. Interestingly, despite the larger gap in ImageNet validation accuracy between GMP and AC/DC (with GMP being
closer to the dense baseline), AC/DC tends to outperform GMP in terms of transfer performance, on most of the downstream
tasks. Furthermore, we observe that AC/DC tends to transfer better than the dense baseline, especially for specialized or
fine-grained downstream tasks. These observations confirm our findings for linear finetuning on ResNet50.

Pruning Strategy Dense GMP 80% GMP90% AC/DC80% AC/DC 90%

Task
Aircraft 4774+0.1 455+0.1 456+0.1 48.0 = 0.1 48.1 + 0.1
Birds 494 4+0.1 4934+01 4814+00 50.2+0.0 48.7 + 0.1

CIFAR-10 872+00 874+00 872+00 874=+0.0 87.2+0.1
CIFAR-100 689+00 681+£00 691+£00 69.6+0.1 68.9+ 0.0
Caltech-101 8904+£03 898+03 886+02 89.0+02 882+04
Caltech-256 794+01 783+£0.1 773+£0.1 788=£0.1 773 £0.1

Cars 456 +0.1 450+£0.1 444+£0.1 462=£0.1 46.7 + 0.1
DTD 68.1+0.1 682+03 669+02 68.6=+0.2 68.4+ 0.2
Flowers 89.0+0.1 893+0.1 893+0.1 89.9=£0.1 90.2 + 0.1
Food-101 649+00 650£00 646+£00 656=L0.0 65.3+0.0
Pets 90.1+0.1 898+0.1 894+02 89.7£0.1 894 +£0.1
SUN397 548 +0.1 538+0.1 529+£0.1 548+0.1 53.5+0.1

Table F.6. Transfer accuracy for different pruning methods for linear finetuning on ResNet18

G. Experiments on MobileNetV1

The MobileNet [31] architecture is a natural choice for devices with limited computational resources. We measure the
results of sparse transfer with full and linear finetuning on the same downstream tasks starting from dense ImageNet models
pruned using regularization-based and progressive sparsification methods. Specifically, we use AC/DC, STR for regulariza-
tion methods and M-FAC [16] for the progressive sparsification category.



Pruning Strategy Dense GMP 80% GMP90% AC/DC80% AC/DC 90%

Task
Aircraft 458+02 435402 449+0.1 48.74+0.1 50.7 + 0.2
Birds 529+00 53.0+0.1 530+01 545+0.1 542 +0.1

CIFAR-10 8905+00 89.1+£00 885+00 89.6+0.0 89.0£ 0.0
CIFAR-100 71.0+00 704+£0.1 702+£0.1 72.0=£0.0 72.0 + 0.0
Caltech-101 925+0.2 918+£03 909+02 920+0.3 918+ 04
Caltech-256 822+0.1 81.8+00 814+0.1 823=£0.1 81.2 +0.1

Cars 473+0.1 46.0+£0.1 456+£0.1 485=£0.1 49.0 + 0.1
DTD 695+0.1 686=£05 686+£02 704=+0.3 69.6 + 0.2
Flowers 88.1£0.1 885+0.1 8.0+0.1 90.0+0.1 91.1 + 0.1
Food-101 66.8 0.0 66700 674+£00 682=£0.0 68.8 + 0.0
Pets 920+0.1 925+01 914+£0.1 91.7+0.1 91.1+£0.2
SUN397 559+0.1 554+£01 550+£0.1 56.8+0.1 55.6 £ 0.1

Table F.7. Transfer accuracy for different pruning methods for linear finetuning on ResNet34

M-FAC is a framework for efficiently computing high-dimensional inverse-Hessian vector products, which can be applied
to different scenarios that use second-order information. In particular, one such instance is pruning, where M-FAC aims to
solve the same optimization problem as WoodFisher, and thus from this point of view these methods are very similar. In
particular, it has been shown [16] that M-FAC outperforms WoodFisher on ImageNet models, in terms of accuracy at a given
sparsity level. Specifically, for MobileNet, M-FAC surpasses all existing methods at 90% sparsity, reaching 67.2% validation
accuracy. For this reason, we included M-FAC, in favor of WoodFisher, to our list of progressive sparsification methods for
MobileNetV1.

Due to the smaller size of the MobileNetV 1 architecture, we additionally test the effect that lower sparsity levels have on
the transfer performance, by training on ImageNet AC/DC models at 30%, 40% and 50% sparsity; these models fully recover
the dense baseline accuracy on ImageNet.

The results on MobileNet are presented in Figure G.3 and Table G.8 for linear finetuning and Figure G.4 and Table G.9
for full finetuning. The results for linear finetuning are obtained after running from five different random seeds, and the mean
and standard deviation are reported. However, the experiments for full finetuning were each run once. For both linear and full
finetuning, we observe that generally the performance decays faster with increased sparsity, compared to ResNet50; this is
expected, given the lower parameter count for MobileNet and the larger gap in ImageNet validation accuracy between dense
and sparse models.

For linear finetuning, we observe AC/DC outperforms STR at both 75% and 90% sparsity. Furthermore, AC/DC tends to
be close to M-FAC at 75% sparsity, while at 90% sparsity M-FAC performs better on almost half of the tasks. Differently from
ResNet50, for MobileNet neither regularization based nor progressive sparsification models outperform the dense baseline,
at higher sparsity (75% and 90%). We observe at lower sparsity (30% and 50%) a few instances where sparse models slightly
outperform the dense baseline (Birds, Cars, DTD), but generally the differences are not significant.

In the case of full finetuning, we observe that the performance of sparse models decays more quickly than for ResNet50,
and even at lower sparsity (30-50%) there is a gap in transfer performance compared to the dense baseline. Furthermore,
AC/DC outperforms STR and M-FAC at both 75% and 90% sparsity on all downstream tasks. Overall, the results for
MobileNet indicate that the transfer performance is significantly affected by the sparsity of the backbone model, for both
linear and full finetuning. Moreover, the experiments on MobileNet seem to suggest that although some of the conclusions
derived from the ResNet experiments are confirmed (e.g. sparse models usually have similar or slightly better performance to
the dense baseline for linear finetuning), the guidelines for the preferred sparsity method in a given scenario might be specific
to the choice of the backbone architecture.

Finally, we consider the accuracy tradeoff of using a smaller network such as MobileNet (4.2M trainable weights) versus
a larger model, ResNet50 (25.5M trainable weights), but pruned to 90% sparsity. Below, we present linear and full finetuning
accuracy results for these two scenarios for an easier comparison. We use the overall best pruning strategy for each type of
transfer on ResNet50: AC/DC for linear finetuning and WoodFisher for full finetuning. Note that these same results are also
presented in Tables C.2 and C.1, G.9, and G.8.

We observe that generally, pruning ResNet50 to 80 or even 90% sparsity results in higher accuracy than MobileNet, for
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Figure G.4. (MobileNetV1) Per-dataset downstream validation accuracy for transfer learining with full finetuning.
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Pruning Strategy Dense AC/DC AC/DC AC/DC AC/DC AC/DC M-FAC M-FAC STR STR
30% 40% 50% 75% 90% 75% 89% 75% 90%
Task

Aircraft 541402 535+0.1 5424+01 541+0.1 535+02 526+03 534+£0.1 537+0.1 497+0.1 472402
Birds 527401 53.0+0.1 53.6+01 528+00 526+0.1 503401 521401 492+0.1 49.0+00 442400
CIFAR-10 883+0.1 884+00 881+00 878+00 885+00 874+01 875+00 87000 869+0.1 854400
CIFAR-100 71.9+0.0 709+0.1 71.1+00 702+0.0 70.8+00 680=+£0.0 693+00 68.6=+0.0 693+00 663+0.0
Caltech-101 90.3+0.1 89.7+0.1 898+02 89.7+02 895+0.1 884+03 892401 872+0.1 880402 852+02
Caltech-256 80.2+0.1 804+00 802401 805+00 792+00 773+0.1 790+£00 769+00 77.8+0.1 73.84+0.1
Cars 5554+00 559+01 551401 549+0.1 545+01 529+00 559+01 545+0.1 499+02 47.1+0.1
DTD 708+02 704+02 703+00 714+04 709+02 688+0.1 707+02 69.6+02 706+02 67.2+0.1
Flowers 928+0.1 926+0.1 9224+0.1 926+0.1 926+0.1 919+0.1 926+0.1 920+0.1 914+0.1 90.8+0.1
Food-101 70.6 £0.0 70.7+0.0 70.6+00 703+0.0 702+00 686=+0.0 69.8+00 69.1+00 67.7+00 653+0.0
Pets 90.7+0.1 906+0.1 90.5+0.1 904+0.1 90.1+0.1 89.0+0.1 899+0.1 8385+0.1 89.3+0.1 869+02
SUN397 57.14+00 572+01 5724+00 568+00 560+00 53.8+00 563+0.1 546+00 551+£0.0 5254+0.0

Table G.8. Transfer accuracy for linear finetuning using sparse MobileNet models

both linear and full finetuning. However, in almost all cases, the gap is below 5%. This finding confirms conventional wisdom
that training and pruning large networks generally results in higher accuracy than training dense small networks from scratch.

H. Impact of fully connected layer bias on full finetuning transfer accuracy

In our experiments, we used the original architectures used to train the upstream ImageNet models when performing
transfer with full-finetuning, only resizing the final layer to match the number of output classes in the downstream task. This
choice was necessitated partially by ensuring that the weights were applied correctly. For example, the Rigl. models were
trained using TensorFlow, which uses slightly different Convolution and MaxPooling padding conventions than PyTorch.



AC/DC AC/DC AC/DC AC/DC AC/DC M-FAC M-FAC STR STR

Pruning Strategy - Dense 55, 40% 50% 75% 90% 75% 89%  75% 90%

Aircraft 80.9 79.7 80.1 79.9 79.0 76.9 76.6 74.5 744 73.0
Birds 66.6 66.3 66.5 65.5 63.4 59.5 62.9 58.5 56.1 53.1
CIFAR-10 95.7 95.6 95.5 954 95.0 94.2 94.5 934 93.8 933

CIFAR-100 81.6 81.0 81.3 81.0 80.0 71.7 78.8 76.1 772 751
Caltech-101 91.0 89.6 89.5 90.0 88.0 87.9 86.8 84.6 85.1 834
Caltech-256 80.9 81.2 80.9 81.1 80.0 78.0 79.4 77.2 76.7 732

Cars 87.5 87.6 87.6 87.3 86.5 84.0 84.9 82.4 84.1 815
DTD 73.6 71.4 72.3 72.3 71.8 71.1 71.2 69.1 704  69.6
Flowers 93.9 94.1 94.0 93.9 93.4 92.6 91.9 90.9 89.8  90.6
Food-101 85.2 85.0 85.1 84.7 83.6 81.8 834 80.8 81.2 79.7
Pets 91.3 90.8 90.7 90.2 89.9 88.2 88.9 86.7 869 853
SUN397 60.7 60.7 60.3 60.2 59.2 57.1 582 55.9 55.1 538

Table G.9. Transfer accuracy for full finetuning using sparse MobileNet models

Model MobileNet ResNet50 ResNet50 Model MobileNet ResNetSO ResNetSO
Dense AC/DC 80% AC/DC 90% Dense WoodFisher 80% WoodFisher 90%
Aircraft 541+£02 551=£0.1 555+0.1 Aircraft 80.9 848 £0.2 845+04
Birds 5274+0.1 584+0.0 58.7+£0.0 Birds 66.6 724+ 04 71.6 £0.2
CIFAR-10 883 +0.1 90.9£+0.0 91.0 £ 0.0 CIFAR-10 95.7 97.2+0.1 97.0 £0.1
CIFAR-100 719£0.0 747+£0.1 74.3 £ 0.0 CIFAR-100 81.6 85.1£0.1 844 +£0.2
Caltech-101 903 £0.1 924+0.2 92.5+0.1 Caltech-101 91.0 93.7+0.1 93.9+0.3
Caltech-256 80.2£0.1 84.6+0.1 84.5+0.0 Caltech-256 80.9 85.1£0.1 84.0+ 0.1
Cars 555+00 56.6£0.0 56.0 0.1 Cars 87.5 90.5+0.2 90.0 £ 0.2
DTD 70.8£0.2 744 +£0.1 73.7£ 0.2 DTD 73.6 754 +0.3 755+£04
Flowers 928 +0.1 92.7£0.1 924+ 0.0 Flowers 93.9 955+£0.2 95.5+0.3
Food-101 706 £0.0 73.8+0.0 73.8 £ 0.0 Food-101 85.2 874 £0.1 87.0£0.1
Pets 90.7+0.1 923 +£0.1 919 +£0.1 Pets 91.3 933+0.3 92.7+0.3
SUN397 571+£0.0 604 =£0.0 59.8 £0.1 SUN397 60.7 62.8 £0.1 623 +0.1
Table G.10. Comparison of MobileNet dense versus Table G.11. Comparison of MobileNet dense versus ResNet50
ResNet50 sparse models when transferring with linear sparse models when transferring with full finetuning

finetuning

Likewise, STR models were trained using a slightly nonstandard PyTorch implementation of ResNet50, which did not use a
bias term in the final Fully-Connected (FC) layer. We investigate the possibility that the latter difference could have an effect
on downstream transfer accuracy. To do so, we transferred a set of 80% sparse ResNet50 STR models to all downstream
tasks, using a bias term in the FC layer. The results are shown in Table H.12. Additionally, we perform a similar comparison
on MobileNetV1, for STR models at 75% sparsity. As in the case of ResNet50, the version of MobileNet used by the
STR models does not use bias in the final classification layer. The results illustrating the bias effect on full finetuning for
MobileNet are presented in Table H.13. We observe that the presence of a bias term in the final layer can, in some cases, have
a small positive effect on the resulting model, and so we caution that these effects be considered when choosing a transfer
architecture.

I. Impact of label smoothing on transfer accuracy

We take advantage of the fact that we have STR checkpoints trained with and without label smoothing (LS) to investigate
the effect of LS on dense and sparse transfer accuracy in the context of linear transfer. As Table I.14 shows, label smoothing
tends to have a negative effect on transfer accuracy (confirming the results in [36]). However, our experiments suggest that
this effect is more pronounced on the Aircraft and Cars datasets in the case of sparse STR models, and generally for most
specialized datasets for the dense models. Furthermore, we observe that the performance gap tends to narrow with increased
sparsity. We also note that even with label smoothing, at 80% sparsity STR matches or outperforms GMP on all datasets,
although the effect largely reverses at 90% sparsity.



Dataset With FC Bias  Without FC Bias Dataset With FC Bias  Without FC Bias

Aircraft 79.8 £ 0.6 79.8 +0.3 Aircraft 74.2 74.4
Birds 67.9 +0.2 68.1 +0.1 Birds 56.4 56.1
CIFAR-10 96.5+0 96.5 0.1 CIFAR-10 93.9 93.8
CIFAR-100 83.7+0.2 83.6 £0.2 CIFAR-100 71.5 77.2
Caltech-101 91.24+0.2 90.7 £ 0.6 Caltech-101 86.3 85.1
Caltech-256 84.4 £0.1 84.0 £0.1 Caltech-256 76.9 76.7
Cars 87.7 £0.1 87.8 £0.1 Cars 83.8 84.1
DTD 74.4 4+ 0.2 73.7+ 0.6 DTD 71.8 70.4
Flowers 94 + 0.1 93.7+£0.2 Flowers 90.4 89.8
Food-101 86 £ 0.1 859 £0.1 Food-101 80.9 81.2
Pets 92.1 £0.1 92.1 £0.1 Pets 87.9 86.9
SUN397 632 £0.1 62.6 + 0.1 SUN397 56.1 55.1

Table H.12. Top-1 validation accuracy on ResNet50 trained using ~ Table H.13. Top-1 validation accuracy on MobileNetV1 trained
STR on ImageNet, with using bias in the FC layer versus without.  using STR on ImageNet, with bias in the FC layer versus without.
The original model architecture does not use bias in the FC layer. ~ The original model architecture does not use bias in the FC layer.

Overall, these data can be taken as a preliminary confirmation of the importance of controlling for variation in hyperpa-
rameters when comparing the transfer performance of various training and pruning methods.

Dense Dense LS | STR80% STRLS80% | STR90% STRLS90% | STR95% STRLS95% | STR98% STRLS 98%
Dataset

Aircraft 492401 382+0.1|537£00 470£00 |529+£01 464=£0.1 503+£0.1 466+£0.1 |48.0=£0.1 45240.1
Birds 577+£0.1 524+£00 | 56.2+0.1 564+0.0 | 552+0.1 56.0+0.0 | 52.1£0.1 51.7+£0.1 | 4374£00 456£0.0
CIFAR-10 | 912+0.0 89.6+00 | 91.44+00 90.1£00 |90.6+00 8.44+00 |8.1£00 886+00 |8.5+00 86.0+£0.0
CIFAR-100 | 746 £0.1 71.6+0.0 | 747+0.0 733+£0.0 | 73.7+0.1 722 £0.1 71.7£00 70.1£0.0 | 674+£00 663=+0.0
Caltech-101 | 91.9+0.1 91.6+0.1 | 91.2£0.1 92.6 +0.1 909+ 0.1 91.1+£02 |90.0+02 89.8+0.1 86.3 0.1 85.4+0.1
Caltech-256 | 84.8 0.1 84.6+0.1 | 83.6+£00 843+0.0 | 82.6+00 82.6=+0.1 80.2 + 0.1 79.7+£0.0 | 73.4+0.1 73.8+0.0
Cars 534+£01 449+£0.1 | 57.0£0.1 509+0.0 |548+0.1 498+£0.1 505+0.1 469 +0.1 444 £0.1 425+£0.1
DTD 735+02 723+£0.1|743+£02 739+£03 | 73.8+0.1 737+£02 | 7214+£02 719+£0.1 684+02 683+0.1
Flowers 91.6+0.1 86.7+£0.1]93.0+£00 912+£00 | 93.0+0.1 92.1+0.1 91.9+0.1 91.0+ 0.1 90.8 + 0.1 90.4 + 0.1
Food-101 732+£00 695£00|739+£00 722£00 |726+£00 71.14£00 |707£00 688+0.0 | 653+00 643+£0.0
Pets 926+01 929+0.1|91.74+£00 924+0.1 91.1 £0.1 91.7+0.1 89.8 + 0.1 90.1 +0.1 85.5+0.1 86.6 + 0.1
SUN397 60.1£0.0 593+£0.1 | 603+£00 60.0+0.1 582+£0.0 585+£0.1 563+£00 558+£00 |509+£00 51.0£0.0

Table I.14. Linear Finetuning Validation Accuracy of STR-pruned and dense models with and without label smoothing.

J. Finetuning with structured sparsity

In this section, we examine the transfer properties of models that were sparsified using structured pruning methods, which
remove entire convolutional filters. Specifically, we use both ResNet50 and MobileNetV1 models trained on ImageNet and
we do full finetuning on all twelve downstream tasks.

J.1. ResNet50 with structured sparsity

We consider a ResNet50 model that was pruned with progressive sparsification, using the L; magnitude of the convolu-
tional filters as a pruning criterion. The resulting model has an ImageNet validation accuracy of 75.7% and results in 2.2x
inference speed-up compared to the dense baseline, when evaluated on a single sample; this makes it comparable to unstruc-
tured 90% sparse models that achieve a similar inference speed-up (please see Table D.4). The results for full finetuning with
the structured sparse model, together with the best results for dense and unstructured 80% and 90% models are presented
in Table J.15. We observe that models with structured sparsity transfer similarly to or worse than unstructured 90% sparse
models. Note that the unstructured ResNet50 model has higher ImageNet accuracy compared to 90% sparse models, at a
similar inference speed-up. These results align with the observations made in Section 3.5, that having fewer filters in the
structured sparse models limits their capability of expressing features.



Dataset Dense Structured  Best 80% Best 90% Dataset Dense 50% Time 50% FLOPs

Aircraft 83.6+04 81.8+0.5 848+0.2 849103 Alircraft 80.9 82.9 83.0
Birds 7244+03 70.7+0.1 7344+01 729+0.2 Birds 66.6 66.1 66.1
Caltech101  93.5£0.1 92.84+0.1 93701 93.9+0.3 Caltech101  91.0 88.6 88.9
Caltech256 86.1 0.1 84.6+0.1 854402 84.8+0.1 Caltech256  80.9 78.6 78.4
Cars 90.3£0.2 89.4+0.0 90.5+0.2 90.0+0.2 Cars 87.5 88.4 88.3
CIFAR-10 974+0. 97.1+£0.1 972+£01 97.1+0. CIFAR-10  95.7 95.2 95.3
CIFAR-100 85.6 +0.2 84.7+0.2 851+0.1 84.4+0.2 CIFAR-100  81.6 79.9 80.2
DTD 762+03 752+02 757+05 755+04 DTD 73.6 71.1 72.2
Flowers 95.0£0.1 952+0.0 96.1+0.1 96.1+0.1 Flowers 93.9 94.1 94.1
Food-101 873+0.1 863+01 874+0.1 87.3£0.2 Food-101 85.2 84.6 84.5
Pets 934+01 925+01 934+02 927+03 Pets 91.3 91.0 91.0
SUN397 648 +0. 634+0.1 640+0. 63.0+0. SUN397 60.7 59.4 59.1
Table J.15. (ResNet50) Comparison on full finetuning between Table J.16. (MobileNet) Full finetuning validation accuracy for
dense baseline, models with structured sparsity, and best results MobileNet models with structured sparsity, at 50% inference time
for unstructured 80% and 90% sparsity. or 50% inference FLOPs.

Type‘ all 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 09 09
box ‘32.62 54.05 5196 48.72 4481 40.84 3472 26.89 1733 633 055

mask | 30.74 50.28 47.66 44.57 41.02 3639 3147 2553 1855 10.03 191

Table K.17. Mean average precision for dense transfer on Pascal, at various thresholds.

Type ‘ all 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 09 09

box | 33.55 54.15 51.79 492 4557 4151 3595 292 19.66 778 0.74
mask | 31.5 50.66 47.890 45.04 41.67 3732 3239 2635 1998 1122 25

Table K.18. Mean average precision for sparse transfer on Pascal, at various thresholds. Notice the similar or slightly improved accuracy.

J.2. MobileNet with structured sparsity

We additionally perform full finetuning using MobileNet models pruned for structured sparsity. For these experiments,
we use the upstream models provided in [27]; specifically, we use the MobileNet models that achieve 50% of the inference
time or have 50% of the dense FLOPs. These models achieve 70.2% and 70.5% ImageNet validation accuracy, respectively.
The results presented in Table J.16 show that in general models with structured sparsity perform similar to or worse than their
dense counterparts, with the exception of Aircraft and Cars where these models significantly outperform the dense baseline.

K. Sparse Transfer Learning for Segmentation

To complement the experiments for object detection, we executed transfer learning for a YOLACT model [3] using a
ResNet-101 backbone, that has been trained and sparsified on the segmentation version of the COCO dataset. The average
sparsity of the model is ~ 87%, obtained via gradual magnitude pruning (GMP). The model has mAP@0.5 values 49.36
(bounding box), and 46.37 (mask), versus 50.16 (bounding box), 46.57 (mask) for the dense model on COCO. We transfer
the pruned trained weights onto the Pascal dataset. The prediction heads get initialized as dense, and kept dense for transfer.
The results are presented in Tables K.17 and K.18, and show that indeed sparse transfer is competitive against the dense
variant in this case as well.

L. Distillation from Sparse Teachers

Our linear finetuning experiments suggest that sparse models may provide superior representations relative to dense ones.
To further test this hypothesis, we employ sparse models as teachers in a standard knowledge distillation (KD) setting, i.e.
training a ResNet34 student model with distillation from a ResNet50 teacher, which may be dense or sparse. The accuracy
of the resulting models is provided in Table L.19.



Results suggest that differences in accuracy between the sparse and dense teachers do not affect distillation.

teachers will also reduce distillation overhead due to faster inference.

AC/DC  WoodFisher AC/DC  WoodFisher
80% 80% 90% 90%

73.83% 74.42% 74.64% 74.63% 74.19% 74.44%

Baseline Dense KD

Table L.19. Top-1 validation accuracy on ResNet34 trained on ImageNet, when distilling from dense or sparse teachers.

Sparse



