
A. Implementation Details

For vision models including both CNNs and Transform-
ers, we use only 1K images randomly sampled from the
whole training dataset (i.e., train dataset of ImageNet [8]).
During the optimization, We use Adam [3] optimizer whose
initial learning rates for scaling factors αi, bit-code bi, and
the step size of activations are 0.00035, 0.001, and 0.00004,
respectively. They are then decreased to zero by Cosine an-
nealing [5], except the learning rate for bit-code. We set the
batch size to 32 for Convolutional models while setting it
to 12 for Transformer models, except ViT-L (set to 2) due
to a memory issue. The regularization parameter λ used in
Eq. (9) of the manuscript is set to 0.7 for MobileNetV2 [9]
and MnasNet [11], and to 0.01 for other models. We have
obtained pre-trained models from public repositories1,2,3.

For natural language processing (NLP) models, we use
pre-trained models of BERT [2] and DistilBERT [10] from
huggingface4. To evaluate the performance, we use a subset
of the training dataset by random sampling: 3,377 samples
(3.8% of training dataset) for SQuAD v1.1 [7], and 10K
samples (2.5% of the training dataset) for MNLI [12]. How-
ever, the whole dataset is used for MRPC [12]. Moreover,
we set the batch size to 12 and 8 for BERT and DistilBERT,
respectively. All other hyperparameters are the same as in
vision models.

For all experiments in the paper, we use NVIDIA Tesla
V100 with 32GB memory. The training time and peak
memory usage for each model are shown in Table A1, A2,
and A3. Note that the training cost may vary in each run but
is insignificant. Bit-width also has a negligible influence on
the cost.

Table A1. Training Cost for CNNs

Model (W2A4) ResNet-18 ResNet-50 MobileNetV2

Time (hrs) 0.57 3.07 1.02
Mem (GB) 2.26 8.67 4.32

Model (W2A4) RegNetX RegNetX MnasNet-600MF -3.2GF
Time (hrs) 1.10 2.13 1.80
Mem (GB) 2.95 8.22 7.32

Table A2. Training Cost for Vision Transformer Models

Model (W2A8) ViT-B ViT-L DeiT-S DeiT-B
Time (hrs) 4.87 4.30 0.80 1.70
Memory (GB) 25.76 22.59 3.56 8.93

1https://github.com/yhhhli/BRECQ
2https://github.com/google-research/vision transformer
3https://github.com/facebookresearch/deit
4https://github.com/huggingface/transformers; v4.10.0

Table A3. Training Cost for Language Transformer Models

Model (W2A8) BERT
SQuAD v1.1 MRPC MNLI

Time (hrs) 3.65 1.53 1.95
Mem (GB) 17.90 7.98 7.98

Model (W2A8) DistilBERT
SQuAD v1.1 MRPC MNLI

Time (hrs) 1.72 0.78 0.80
Mem (GB) 9.53 5.33 5.33

Table A4. The Evaluation on Vision Transformers

W2A8 ViT-B ViT-L DeiT-S DeiT-B
Mr.BiQ 75.46±0.11 75.86±0.12 73.15±0.16 78.97±0.07

Mr.BiQ-U† 73.35±2.54 74.93±0.78 73.09±0.11 78.96±0.07

BRECQ 71.52±2.76 72.45±1.04 68.92±0.15 76.91±0.13

BRECQ-B‡ 70.20±2.62 71.97±1.58 69.00±0.15 76.54±0.13

† Mr.BiQ-Uniform.
‡ It jointly optimizes the step size in addition to bit-code.

B. Comparison with Integer-based Optimiza-
tion

We can regard estimating the optimal combination of
αi’s and bi’s as a regression problem. In this perspec-
tive, optimizing the step size and bit-code acts as a fea-
ture in linear regression. Accordingly, prior works opti-
mizing only a single feature correspond to solving a uni-
variate linear regression while Mr.BiQ, which optimizes
both features, corresponds to solving a multivariate linear
regression. Furthermore, optimizing the step size of the
integer-based approach is a simple linear regression prob-
lem (i.e., wq = s · round(ws )) while refining the step size of
BiQ approach is a multiple linear regression problem (i.e.,
wq = α1b1 + α2b2). Thus, Mr.BiQ solves multivariate
multiple regression problems. Since the multiple regression
model is extended from linear regression model to include
more than one independent variable, the multiple regression
model is more accurate than the simple regression model,
which explains the superior performance of Mr.BiQ over
the conventional integer-based approaches.

C. Mr.BiQ with Uniform Quantization
We implement Mr.BiQ with uniform in an asymmetric

way as BRECQ [4] and test it on Transformer models for vi-
sion tasks (see Table A4). By maintaining αi to be 2×αi+1,
Mr.BiQ-Uniform can quantize models uniformly. For a
fair comparison, we optimize the step size using straight
through estimator (STE) [1] in BRECQ as well as bit-code
(labeled ”BRECQ-B” in Table A4). The results, however, do
not show any significant performance gain; they rather show
performance degradation in some cases. AdaRound [6]
has also reported the difficulty of such a joint optimiza-
tion. By reformulating the weights, Mr.BiQ-uniform can



optimize learnable parameters (αi’s and bi’s) as does in
floating-point number without non-differentiable functions
(e.g., round, floor, and sign). Which may lead to better re-
sults than the existing approach.
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