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1. Loss

We borrow the multi-scale content loss [4] to train our
model, but replace the mean-square error with Charbonnier
loss [1]:

1 X1
‘:ﬁ;;Mﬁ(Ri‘m’ (1)

1

where p(z) = V22 + €2, =103, R and Y;* denote the
output and the ground-truth sharp frame at scale level s re-
spectively, S and N denote the number of scales and train-
ing sequence and M ? is the number of pixels in the frame
at scale level s.

2. Architecture

We provide the detailed architecture for each module in
our proposal. The input image is of shape H x W x 3.

Downsampling module. The downsampling module D
consists of one initial convolutional layer, residual dense
blocks [8] and two strided convolution. Table 1 shows the
architecture of D.

Feature extraction module. Table 2 shows the architec-
ture of the feature extraction module F. The module starts
with the initial convolutional layer and then feeds the fea-
tures into multiple residual blocks [3]. To save the compu-
tational cost, we use 30 and 10 blocks for the forward and
backward modules, respectively.

In the multi-scale design, F has different input channels
at three scales, but the first convolutional layer maps the
features into the same output channel. Since we start from
the scale level s = 3, the input does not have access to the
features from the previous scale and the input channel is
fewer than those at higher scale levels.

Upsampling module. The upsampling module I/ con-
tains two transposed convolution and one 5 x 4 convolu-
tional layer. Each transposed convolution upscales the fea-

ture by a scale factor of 2. The architecture is presented in
Table 3.

Key encoder. The key encoder KC contains two convolu-
tional layer, two residual blocks, and the first stage of the
ResNet50 [2]. In Table 4, the Conv2, Pooling and Stagel
rows represent the first stage of a pre-trained ResNet50. The
output of ResNet50 is projected into the key space via a con-
volutional layer, where the dimension is reduced from 256
to 64 to save the computational budget for the matching.

Value encoder. The value encoder module V is similar to
the key encoder K. One difference is that the initial out-
put channel is set to 32 rather than 48. The other difference
is that we do not project the encoded value to another di-
mension as we do not calculate attention using the values.
Table 5 shows the value encoder structure.

Decoder. Table 6 illustrates the architecture of the de-
coder G. The pixel shuffle layer [6] upscales the features
by a scale factor of 4.

3. Experimental Results

In this section, we provide additional experimental re-
sults. In Fig. 1, we provide the visual samples for the entire
6 consecutive frames to show the effectiveness of our model
on handling large motion. We provide more visual compar-
isons from Fig. 2 to 5. For the video samples, please refer
to the provided mp4 files.

In Fig. 6, we also show some examples in which our
method fails to generate sharp results. The patterns in the
region denoted by the red boxes are very similar, which
leads to the inaccurate matching performance of the similar-
ity matching. This problem exists not only for our method,
but also for other alignment methods such as optical flow,
as it causes some misalignment between various blurry ob-
jects.



Layer Output Downsampling Module
Convl HxW x3 5 X 5, stride 1

RDBI1 Hx W x3 [3 x 3,16, dense conv] x 3
Conv2 | H/2 x W/2 x 12 5 X 5, stride 2
RDB2 | H/2 x W/2 x 12 | [3 x 3,24, dense conv] X 3
Conv3 | H/4 x W/4 x 48 5 X 5, stride 2

Table 1. Downsampling module D architecture.

Layer Output Forward Module [ Backward Module
Conv1 H/4 x W/4 x 64 3 X 3, stride 1
3 x 3,64 3 x 3,64
ResBlockl H/4 x W/4 x 64 [ 3% 3,64 :|><3O ‘ |: 3% 3,64 :|><10

Table 2. Feature extraction module F architecture.

Layer Output Upsampling Module
Transposed convl H/2 x W/2 x 32 3 x 3, stride 2
Transposed conv2 H x W x 16 3 X 3, stride 2

Convl HxW x3 5 X 5, stride 1

Table 3. Upsampling module I/ architecture.

Layer Output Key Encoder
Conv1 H/4 x W/4 x 48 3 X 3, stride 1
3 x 3,48
ResBlock1 H/4 x W/4 x 48 [ 3% 3.48 :| X 2
Conv2 H/8 x W/8 x 64 7 X 7, stride 2
Pooling H/16 x W/16 x 64 3 X 3, max pool, stride 2
1x 1,64
Stagel H/16 x W/16 x 256 3x3,64 | x3
1x 1,256
Conv3 H/16 x W/16 x 64 3 x 3, stride 1

Table 4. Key encoder module /C architecture.

Layer Output Value Encoder
Conv1 H/4 x W/4 x 32 3 x 3, stride 1
3 x 3,32
ResBlockl H/4 x W/4 x 32 |: 3% 3.32 j| X 2
Conv2 H/8 x W/8 x 64 7 X 7, stride 2
Pooling H/16 x W/16 x 64 3 X 3, max pool, stride 2
1x1,64
Stagel H/16 x W/16 x 256 3 x 3,64 X 3
1x 1,256

Table 5. Value encoder module V architecture.

Layer Output Decoder
Convl H/16 x W/16 x 64 3 X 3, stride 1
ResBlock1 H/16 x W/16 x 64 |: 3 x3,64 :| X 2

3% 3,64
PixelShuffle H/4 x W/4 x 64 3 % 3, stride 1

Table 6. Decoder module G architecture.
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(e) Ground-truth

Figure 1. Qualitative comparisons on the extremely difficult frames of the original GOPRO dataset [4]. We present the entire 6 consecutive
frames for comparison. For these 6 images, only our results can be seen to have roughly 5 characters.
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(a) Input (b) DBN [7]

(¢) ESTRNN [9] (d) CDVD-TSP [5]

(e) Ours (f) Ground-truth

Figure 2. Qualitative comparisons on the original GOPRO dataset [4]. The white characters ‘RA’, the yellow marker and the characters
‘BA’ on the black board are slightly visible with our method.
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Figure 3. Qualitative comparisons on the original GOPRO dataset [4]. Our method is able to handle very detailed areas, such as tree
branches.
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Figure 4. Qualitative comparisons on the original GOPRO dataset [4]. Our method does not mix the characters together when restoring a
text sequence, such as the number “182” in the figure. In our method, there is a spacing between the number “2” and the number “8”. In
other methods, the three numbers are stuck together.
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Figure 5. Qualitative comparisons on the original GOPRO dataset [4]. Our method does not have a dragging effect when dealing with large
motion, e.g. the front and back part of the car in white.



(d) Input (e) Ours (f) Ground-truth

Figure 6. Hard samples. The zoomed in regions do not have sharp edges and details due to the limitation of the similarity matching.
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