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1. Geometrical Relationship
Since the corners of PanoContext [9] and Stanford 2D-

3D [1] datasets are annotated with longitude and latitude
values and need to convert 3D points. Meanwhile, the
prediction results of our network need to visualize on the
panorama. To clearly illustrate the geometrical relation-
ship of points between panorama and 3D space, we describe
their transformation formula.

Conversion from 2D to 3D We convert a 2D point (θ, φ)
on panorama to a 3D point q = (xq, yq, zq) on a unit sphere:

xq = cos(φ) sin(θ),

yq = sin(φ),

zq = cos(φ) cos(θ),
(1)

where θ denotes longitude and is in the range [−π, π], φ
denotes latitude and is in the range [−0.5π, 0.5π], as shown
in Fig. 1.

Then, we convert the 3D point q to a 3D point p =
(xp, yp, zp) on the floor (i.e., y = hf ) plane or ceiling (i.e.,
y = −hc) plane:

xp = xq × y

yq
,

yp = y,

zp = zq × y

yq
.

(2)

Conversion from 3D to 2D We convert a 3D point p =
(x, y, z) to a 2D point (θ, φ) on panorama:

θ = arctan2(x, z),

φ = arctan(
y√

x2 + z2
), (3)

where arctan2 is 2-argument arctangent and returns a value
in the range [−π, π].

*Corresponding author.
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Figure 1. Illustration of the geometrical relationship between
panorama and 3D space.

(a) Visibility polygon. (b) Sampling points.

Figure 2. Visualization of sampling visibility points.

2. Preprocessing

To get the ground truth of horizon-depth (mentioned in
Section 3.2 of our main paper), we first get the 3D points of
ordered floor corners from a label and connect them to get a
polygon. Next, we use the algorithm proposed by Asano et
al. [2] to obtain visible polygon, as shown in Fig. 2a. Then,
increasing by 2π

N each time to get rays, meanwhile, calcu-
lating the intersection of the rays with the visible polygon to
get sampling points {p̄i}Ni=1, as shown in Fig. 2b. Finally,
we use Eq. (4) to convert the sampled points to the ground
truth of the horizon-depth sequence {d̄i = D(p̄i)}Ni=1. Each
depth of the horizon-depth sequence corresponds to 1024

N
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Method
Overall 4 corners 6 corners 8 corners 10+ corners

2DIoU 3DIoU 2DIoU 3DIoU 2DIoU 3DIoU 2DIoU 3DIoU 2DIoU 3DIoU

LayoutNet v2 [10] 78.73 75.82 84.61 81.35 75.02 72.33 69.79 67.45 65.14 63.00
DuLa-Net v2 [10] 78.82 75.05 81.12 77.02 82.69 78.79 74.00 71.03 66.12 63.27
HorizonNet [6] 81.71 79.11 84.67 81.88 84.82 82.26 73.91 71.78 70.58 68.32
AtlantaNet [5] 82.09 80.02 84.42 82.09 83.85 82.08 76.97 75.19 73.19 71.62
LED2-Net [7] 82.61 80.14 84.93 82.26 84.71 82.29 78.43 76.09 72.01 70.34
Ours 83.52 81.11 85.67 82.95 86.24 83.97 79.55 77.64 72.50 70.82

Table 1. Quantitative results(%) of general layout estimation evaluated on MatterportLayout [10] dataset.

Method
Overall 4 corners 6 corners 8 corners 10+ corners

2DIoU 3DIoU 2DIoU 3DIoU 2DIoU 3DIoU 2DIoU 3DIoU 2DIoU 3DIoU

HorizonNet [6] 90.44 88.59 91.70 89.72 90.53 88.89 86.49 84.81 83.08 81.09
LED2-Net [7] 90.36 88.49 91.63 89.64 90.40 88.71 86.26 84.50 83.80 81.93
Ours 91.78 89.95 93.22 91.38 91.63 89.91 87.68 85.77 84.18 81.97

Table 2. Quantitative results(%) of general layout estimation evaluated on ZInd [3] dataset.

Method

Train-Dataset Cross-Dataset Train-Dataset Cross-Dataset
MatterportLayout ZInd ZInd MatterportLayout

2DIoU 3DIoU 2DIoU 3DIoU 2DIoU 3DIoU 2DIoU 3DIoU

HorizonNet [6] 81.71 79.11 - - 90.44 88.59 67.04 64.74
LED2-Net [7] 82.61 80.14 80.54 78.18 90.36 88.49 69.67 67.34
Ours 83.52 81.11 80.36 77.60 91.78 89.95 69.73 67.38

Table 3. Quantitative results(%) of cross-dataset evaluation scheme.

Method 2DIoU 3DIoU Precision Recall F1-score

HorizonNet [6] 90.17 88.32 72.57 80.31 74.53
LED2-Net [7] 90.06 88.17 72.23 79.59 73.94
Ours 91.50 89.69 82.85 82.80 82.00

Table 4. Other quantitative results(%) with post-processing on
ZInd [3] dataset.

columns in panoramic image.

D(p) =
√
x2 + z2. (4)

3. More Quantitative Results
Corner Number We report the performance of room lay-
outs with different numbers of corners on MatterportLay-
out [10] and ZInd [3] datasets, as shown in Tab. 1 and Tab. 2.
Our approach offers better performance than all baselines.

Cross-Data We train our network and baselines on Mat-
terportLayout [10] dataset and test on ZInd [3] dataset (the
left part in Tab. 3). In addition, we train on ZInd dataset and
test on MatterportLayout dataset (the right part in Tab. 3).

We observed that the performance of all approaches was
low on cross-dataset. We argue that there is a large domain
gap between MatterportLayout dataset and ZInd dataset,
and the main difference lies in annotation standard and fur-
niture occlusion. In the future we will try to use combined
multi-room room layout type of ZInd dataset to train our
network.

F1-Score ZInd dataset consists of 14.35% non-Manhattan
layouts, and it is not suitable to use the current single post-
processing method. Nevertheless, we reported the results
with post-processing of Dula-Net [8] in Tab. 4. Meanwhile,
We reported corner metrics (Precision, Recall and F1-score)
with 10 pixels as threshold in Tab. 4.

4. More Qualitative Results

To clearer comparison with other approaches and
demonstrate the performance of our proposed approach, we
show more qualitative results of MatterportLayout [10] and
ZInd [3] datasets in Fig. 3 and Fig. 5, respectively. Mean-
while, we show more 3D layout visualizations of our ap-
proach, as shown in Fig. 4 and Fig. 6.

2



Ho
riz
on
Ne
t

LE
D2
-N
et

O
ur
s

Ho
riz
on
Ne
t

LE
D2
-N
et

O
ur
s

Ho
riz
on
Ne
t

LE
D2
-N
et

O
ur
s

Figure 3. Qualitative comparison of general layout estimation on MatterportLayout [10] dataset. We show the room layouts without post-
processing by HorizonNet [6], LED2-Net [7], and ours. We show the boundaries of the room layout on panorama (left) and the floor plan
(right). The blue lines are ground truth, and the green lines are prediction. Moreover, we visualize the predicted horizon-depth, normal, and
gradient below each panorama, and the ground truth is at the top. The dashed white lines highlight the errors generated by the baselines.
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Figure 4. The 3D visualization results of our approach on MatterportLayout [10] dataset. The green lines are predicted boundaries by our
network, and the red lines are results with post-processing of the prediction.
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Figure 5. Qualitative comparison of general layout estimation on ZInd [3] dataset. We show the room layouts without post-processing by
HorizonNet [6], LED2-Net [7], and ours. We show the boundaries of the room layout on panorama (left) and the floor plan (right). The
blue lines are ground truth, and the green lines are prediction. Moreover, we visualize the predicted horizon-depth, normal, and gradient
below each panorama, and the ground truth is at the top. The dashed white lines highlight the errors generated by the baselines.
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Figure 6. The 3D visualization results of our approach on ZInd [3] dataset. The green lines are predicted boundaries by our network, and
the red lines are results with post-processing of the prediction. The room layouts are non-Manhattan at last row, we use the algorithm
proposed by Douglas et al. [4] to simplify boundary directly.
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