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1. Experimental details
1.1. Implementation of reproduction

NBA dataset. We reproduce GAR [1,6,9, 12] and WS-
GAR [ 1] methods following the official code of DIN I112]
and the implementation description illustrated in its original
paper, repectively. For a fair comparison, segment-based
sampling [&], batch size of 4, the number of bounding boxes
N = 12, and the number of frames 7' = 18 are applied for
all methods. The only difference from the implementation
of DIN is that all methods are trained in an end-to-end man-
ner. Unless specified, all other hyperparameters are identi-
cal to those of the code from DIN. We provide more imple-
mentation details of each model below.

* ARG [9] ResNet-18 backbone replaces the original
backbone of Inception-v3.

* AT [I] A single RGB branch is utilized and ResNet-18
backbone replaces the backbone of I3D and HRNet.

* SACREF [6] The backbone is replaced to ResNet-18,
and its multiple modalities are substituted to single
RGB input. Since NBA dataset does not have indi-
vidual action labels, we remove the unary energy term.

e DIN [12] The experiment is conducted following its
official implementation.

¢ SAM [ 1] The number of proposals (N?) and the num-
ber of selected proposals (KP) are set to 14 and 8, re-
spectively.

Volleyball dataset. Reproduction of the following models
is also based on the code of DIN' [12]. Each reproduction
first goes through backbone training process regarding the
number of categories, then proceeds to train each inference
module afterward. Note that MCA values of the follow-
ing models under fully supervised setting are brought from
DIN [12], hence we provide implementation detail of ex-
periments under A) fully supervised setting with the aim

Original DIN codes are available at https://github.com/
JacobYuan7/DIN_GAR.

of classifying actions into 6 (merged) labels, B) weakly
supervised setting/8 labels, and C) weakly supervised set-
ting/6 labels. In weakly supervised setting, actor bounding
boxes are replaced to proposal boxes generated by Faster
R-CNN [7] pretrained on COCO dataset [4] and individ-
ual action annotations are eliminated. In general, we use a
batch size of 2 and the number of frames 7' = 10 for the
following work. Unless mentioned, other hyperparameters
are set based on the code provided by DIN. Followings are
further implementation details of each model.

*« PCTDM [10] ResNet-18 is applied instead
of AlexNet, and RolAlign features replace
cropped/resized individual images of the original
paper. Furthermore, weight decay rate of 1 x 1074 is
applied to C).

* ARG [9] Likewise, its backbone is changed to ResNet-
18. Unlike its original setting, the backbone training is
allowed in the model training process for a fair com-
parison with other models.

e AT [I] A single RGB branch is utilized and ResNet-18
backbone replaces the backbone of I3D and HRNet.

¢ SACREF [6] The backbone is replaced to ResNet-18,
and its multiple modalities are substituted to single
RGB input. Due to the removal of individual action
labels, the unary energy term is removed.

* DIN [12] The experiment is conducted following its
official implementation.

SAM [11] is reproduced following the method described
in the original paper. The major difference with DIN-based
reproductions is that it occupies a batch size of 8, a dropout
rate of 0.1, and 7" = 3 frames.

¢ SAM [11] Note that SAM itself is a WSGAR work, so
A) is disregarded. Since C) is already conducted in the
original paper, we only reproduce B). The number of
proposals (/N?) and the number of selected proposals
(KP) are set to 16 and 12, respectively.
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Figure 1. The confusion matrix (a) on the NBA dataset, (b) of the original 8 class classification on the Volleyball dataset, and (c) of the
merged 6 class classification (merge pass-set class) on the Volleyball dataset.

1.2. Implementation of video backbones

We reproduce recent video backbones, ResNet-18
TSM [3] and VideoSwin-T [5] following the official codes.
For a fair comparison, sampling strategy and training details
are the same as ours.

1.3. Motion-augmented backbone

We use ResNet-18 [2] backbone in our experiment. We
provide details of the backbone architectures to understand
to which place the motion feature modules are inserted. Ta-
ble 1 shows the ResNet-18 backbone architectures. For
NBA dataset, we insert two motion feature modules after
4th and 5th residual block. For Volleyball dataset, we insert
one motion feature module after the last residual block.

2. More ablation studies

In this section, we provide additional ablation on NBA

dataset. Note that we do not adopt motion feature com-
putation module in this additional ablations and use plain
ResNet-18 backbone as a feature extractor.
Effects of the temporal convolution layers. Table 2 sum-
marizes the performance according to different numbers
and kernel sizes of temporal convolution layers. Note that
we do not utilize zero-padding in this experiment. In most
cases, MCA and MPCA increase as 1D convolutional layers
are stacked. The performance is also affected by the kernel
size of 1D convolutional layers, and it increases as the re-
ceptive field of temporal convolution layers gets wider.

3. More experimental results

In this section, we provide more visualizations and qual-
itative results that are omitted in the main paper due to the
space limit.

Fig. 1 shows the confusion matrix on NBA and Volley-
ball datasets. For the NBA dataset (Fig. 1a), the most con-
fusing cases are 2p-layup-fail.-off. versus 2p-layup-fail.-
def. which only differs who rebound a ball after shooting

Layers ResNet-18 Feature map size
convy | 7Tx7,64,stride (2,2) | T x 360 x 640
poolq 3 x 3, stride (2, 2) T x 180 x 320
3 x 3,64
ress 3% 3. 64 X2 T x 180 x 320
3 x 3,128
ress 3% 3. 128 X2 T x 90 x 160
3 x 3,256
resy 3% 3,256 X2 T x 45 x 80
3x 3,512
ress 3% 3512 X2 T x 23 x 40

Table 1. ResNet-18 backbone details. [k X k,c] X n denotes n
convolutional layers with kernel size of k and ¢ channels.

Model #params MCA MPCA
[3x1,256] x 3 16.91M 727 68.0
[5x 1,256] x 1 16.65M  70.2 65.5
[5x 1,256] x 2 16.98M  71.1 65.2

Ours ([5 x 1,256] x 3) 17.31M  73.6 69.0

Table 2. Ablation on the different forms of temporal convolution
layers. [t x 1, D] x n denotes n 1D convolutional layers with
kernel size of ¢ and D channels.

a layup. For the 8 class classification (Fig. 1b), the most
confusing cases are r set versus r pass and [ set versus [
pass. This is challenging because our model does not uti-
lize individual action label in training which gives clues to
classify set and pass class. For the merged 6 class classifica-
tion (Fig. 1c) which merges pass and set class into pass-set
class, our model achieves satiable accuracies on right pass-
set and left pass-set class. Nevertheless, our model strug-
gles to classify spike and pass-set due to a class imbalance
problem.

Fig. 2 and 3 show more visualizations on NBA and Vol-
leyball dataset, respectively.
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Figure 2. Visualizations of the cross-attention maps on NBA dataset. Attention maps for 2 tokens among 12 tokens are displayed. Tokens
tend to capture different part of each group activity: in this example, the first token focuses more on activities happening among players
and the ball, while the second token weighs more on peripheral clues besides the main scene.
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Figure 3. Visualizations of the cross-attention maps on Volleyball dataset. Attention maps for 2 tokens among 12 tokens are displayed.
Likewise, tokens understand given group activities in a partial way. The first token watches more on activities happening around the net,
while the second token shows more tendency toward capturing activities that involve players and happen farther from the net.
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