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In this document, we describe second-order gradient flow
of our method and details of experiments, and provide addi-
tional ablation study for analysis of memory update. More-
over, we complement qualitative and quantitative compar-
isons to state-of-the-art methods.

A. Second-Order Gradient Flow

In Fig. 1, we depict the gradient flow of the optimiza-
tion in the meta-testing step. In this process, we compute
the gradient of the original parameters {©} g y p for the
meta-testing loss and generate the second-order gradients by
differentiating the parameters {©}7%, ; 5 used in the meta-
testing step with the original parameters. These second-order
gradients make the original parameters learn to (1) write the
domain-independent features to the current memory M from
the meta-train image and (2) ensure the generalization ability
of the memory-guided feature for the meta-test image.

B. Implementation Details
B.1. Data Split and Augmentation

The batch size per domain was 4 for multi-source domain
training and 8 for single-source domain training. Follow-
ing the setting from RobustNet [1], standard augmentations
such as color jittering (brightness of 0.4, contrast of 0.4,
saturation of 0.4, and hue of 0.1), Gaussian blur, random
cropping, random horizontal flipping, and random scaling
with the range of [0.5, 2.0] were conducted to prevent the
model from overfitting. To create an artificial domain shift
even in a single source domain generalization setting, we
applied higher intensity random color jittering (brightness
of 0.8, contrast of 0.8, saturation of 0.8, and hue of 0.3) and
Gaussian blur only to the images used in the meta-testing
step.

B.2. Training and Optimization

We implemented our approach with PyTorch and con-
ducted experiments by adopting DeepLabV3+ [2] with
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Figure 1. Illustration of the gradient flow (red dotted lines) in the
optimization of meta-testing step.

ResNet-50 [3] backbone network. The output stride of
DeepLabV3+ was set to 16 and adopted the auxiliary per-
pixel cross-entropy loss proposed in PSPNet [4] with a co-
efficient of 0.4 to make a fair comparison with the normal-
ization based DG method [1]. We performed memory op-
eration using the feature map of 256 channel dimensions
after the ASPP [2] module to leverage the multiple receptive
fields and reduce GPU memory usage. We also adopted
DeepLabV2 [5] with ResNet-101 for a fair comparison
with multi-source unsupervised domain adaptation methods.
For all the experiment, we initialized backbones with Ima-
geNet [0] pre-trained model. The optimizer was SGD with
momentum of 0.9. The learning rate of the meta-testing step
[ was le-2 initially and decreased with exponential learning
rate policy with the gamma of 9. The learning rate of the
meta-training step « was set to 1/4 of the outer learning rate
[ to stabilize the gradient-based meta optimization [7,8]. We
set the maximum iterations to 120K but early stop at 30K it-
erations, except for ResNet-101 models trained for 70K. The
coefficients of memory divergence loss and feature cohesion
loss, A1 and Ao, was set to 0.02 and 0.2, respectively.

B.3. Re-implemented Methods

While IBN-Net [9] improved generalization ability by
mixing instance normalization and batch normalization
in the backbone, RobustNet [I] previously have shown
SOTA performance by selectively removing the channel
covariance of the backbone. We re-implemented these two
methods by setting the hyper-parameters according to the
public code by RobustNet [1]'. To verify the effective-

Uhttps://github.com/shachoi/RobustNet
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Figure 2. Source (G+S)—Target (C, B, M): Visualization of the memory weights for each class on the Cityscapes, BDD100K and Mapillary

dataset. We adopt DeepLabV3+ with ResNet50.

ness of our memory-guided meta-learning method, we re-
implemented the MLDG [10] which is meta-learning based
DG method. The augmentations and learning rates of MLDG
were same with our method. Recently, TSMLDG [I1]
purely uses meta-learning for DG and proposes a method
for target-domain batch normalization on test-time. We re-
implemented TSMLDG by setting the test-batch size to 4
and updating batch statistics of the MLDG model in testing
time on the unseen target domain according to the code of
TSMLDG”.

C. Additional Results
C.1. Ablation Study

Analysis of memory updating network. To verify the ef-
fectiveness of the memory updating network, we conduct
an ablation study about memory updating network. In Table
1, we can observe that the memory updating network has
notable contribution to the performance gain for all datasets
by storing generalizable features into the memory.

More visualization of memory activation. To complement
the Fig. 6 of the main paper, we additionally visualize the
memory weight for the input image from all the unseen

Zhttps://github.com/koncle/TSMLDG

Memory Update Net. | Cityscapes | BDD100K | Mapillary | Avg.

X 41.28 37.25 40.64 39.72
v 44.51 38.07 42.70 41.76

Table 1. Source (G+S)— Target (C, B, M): Performance with or
without memory updating network.

Methods [ Leg Leon Laiv] Cityscapes BDD100K Mapillary [ Avg.
IBN-Net [9] v X X 35.55 32.18 38.09 35.27
MLDG [10] v X X 38.84 31.95 35.60 35.46
v X X 38.22 33.12 37.10 36.15
v v v 44.51 38.07 42.70 41.76

Table 2. Source (G+S)— Target (C, B, M): Mean IoU(%) com-
parison between the DG methods with only standard segmentation
loss, Lseg. All networks are DeepLabV3+ with ResNet50.

Ours

datasets in Fig. 2. Regardless of the environment, the mem-
ory corresponding to each object category is well activated,
so that the feature of the pixel can receive a guide of the
appropriate memory feature. In addition, the results demon-
strate that our memory item contains the generic features of
the categories, even though the memory has been trained on
synthetic datasets.

Loss comparison with previous works. To convincingly
compare our proposed losses with previous works, we re-
implemented our model using only standard loss (cross en-
tropy) in Table 2. Without the proposed losses, our method
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Figure 3. The correlation between the number of pixels per class in
source datasets (G, S) and performance gain on BDD100K dataset.

Methods ‘ BDDI100K ‘ Mapillary ‘ Avg.
MCIBI [12] 41.65 50.18 45.92
Ours 46.78 55.10 50.94

Table 3. Source (C)—Target (B, M): Mean IoU(%) comparison
with MCIBI [12]. All networks are DeepLabV3 with ResNet50.

still shows competitive performance against IBN-Net [9]
and MLDG [10] due to the help of memory items. More-
over, Lqon and Ly lead to substantial performance gain by
facilitating the effective memory read/update procedures in
training.

Correlation between performance gain and class distri-
bution. The generalization capability usually benefits from
the diversity and amount of the training samples. However,
the data imbalance between classes in current benchmarks
is significant since the different occurrence frequency and
variants of shape among classes. In Fig. 3, we analyze the
correlation between the performance gain over the baseline
in Table 1 of the main paper and the number of training
samples. While the high mloU gain is attained for the class
(e.g. road, building, sky) with sufficient training samples, it
becomes lower for some minor classes. We remain this prob-
lem due to the limitation of current benchmarks as future
work.

Comparison with MCIBI. We conduct comparison with
MCIBI [12] which is a memory network designed for con-
ducting semantic segmentation on seen domain dataset. To
compare generalization performance, we used the author-
provided MCIBI model pre-trained on Cityscapes and evalu-
ated on the other real datasets regarding single-source setting.
In Table 3, we can see that our memory module outperforms
MCIBI on unseen domain datasets. It thus points out that
using our non-parametric memory loss and leveraging meta-
learning to store shared information among the same class
play important roles in improving generalization capability
of the segmentation network.

C.2. Full Comparison with State-Of-The-Art.

Quantitative results. Table 4 shows the results evaluated
on the real datasets with various segmentation models re-
garding to single-source domain generalization setting. Even
though the networks were trained on the GTAV dataset only,

Backbone ‘ Methods ‘ Seg. model ‘ Cityscapes ‘ BDDI100K ‘ Mapillary

Bascline 32.50 26.70 25.70
DRPC [13] FCN-8s 37.40 32,10 34.10
Baseline’ 29.00 25.10 2820
IBN-Net' [9] 33.90 32.30 37.80
ResnetS0 | g opustNet! [1] DeeoLabvas | 3660 35.20 40.30
Baseline P 31.60 26.70 29.00
MLDG? [10] 36.70 32.10 32.20
Ours 41.00 34.60 37.40
FSDR [14] 4475 39.66 40.87
Resnetl01 | ¢y g DecpLane 44.90 39.71 4131

Table 4. Source (G)—Target (C, B, M): Mean loU(%) compar-
ison of other SOTA methods using various segmentation models
and backbones. MLDG [10] is re-implemented. Results with are
from [1].

our method obtained the best generalization performance
on the Cityscapes dataset. Our method also achieved a rela-
tively high-performance gain over our baseline results on the
BDD100K and Mapillary datasets. We also compare with
the performance of FSDR [14] where we used the author-
provided model parameters of FSDR pre-trained on GTAV.
Our model performs better than FSDR on all the target do-
main datasets.

Furthermore, we report the per-class IoU scores for Table
2 and Table 4 of the main paper in Table 5 and Table 6,
respectively. Table 5 shows the performance of Cityscapes,
BDDI100K, and Mapillary with DG models trained on GTAS,
Synthia, and IDD datasets. The results show that our method
increased the average performance of each class without
overfitting a specific category in the unseen domain. In Table
6, we compare the performance on the real-world datasets
with state-of-the-art multi-source UDA methods that lever-
age target domain images on training time. Although UDA
is a much easier setting than domain generalization, our DG
method achieved the highest performance on the BDD100K
and competitive results on the Cityscapes.

Qualitative results. To qualitatively describe the superior-
ity of our method, we compare the segmentation results
with other state-of-the-art DG methods. We trained all DG
methods on multi-source synthetic datasets (i.e. GTAV [20]
and Synthia [21]), and tested on the unseen real-world
datasets [22-24].

In Fig. 4, we firstly conduct an additional comparison of
the segmentation results on the Cityscapes [22] dataset. The
baseline model showed weakness to changes in brightness
due to shadows or changes in places such as side streets and
parking lots in the real world. In addition, results from all
the other methods were damaged to predict objects such as
trains or trucks in the real world. In contrast, our method
predicted road, train, truck, and vegetation relatively well,
showing robustness to domain change.

Fig. 5 and Fig. 6 show the predicted segmentation re-
sults on the BDD100K dataset. Compared to the Cityscapes
dataset that only contains images acquired primarily in day-
time and relatively simple weather conditions (i.e. overcast or
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Baseline 88.6 459 855 382 297 460 45.0 41.6 88.6 43.3 932 735 440 814 463 293 03 300 473] 525
£ IBN-Net! [9] | 902 520 869 384 31.8 47.8 436 438 89.3 423 919 728 428 823 50.5 48.6 02 288 49.3| 544
S RobustNet! [1] | 90.4 48.1 868 36.1 34.6 47.3 393 43.9 892 407 921 732 446 87.8 517 508 00 322 50.6| 547
2 MLDG! [10] 912 50.8 87.4 39.5 304 49.0 394 425 89.1 39.2 93.0 74.1 46.0 864 503 49.6 0.6 314 505 54.8
$ TSMLDG![11] | 921 527 874 37.1 313 48.5 405 427 89.1 392 92.6 72.1 41.8 89.0 493 472 0.6 18.5 358 53.0

Ours 91.0 51.6 87.9 43.1 36.6 47.6 387 43.1 893 41.8 93.0 739 419 89.1 589 558 2.0 372 525 56.6

Baseline 898 427 768 14.1 41.9 43.6 347 31.7 810 40.6 903 622 264 822 267 402 00 38.1 388 475
x IBN-Net! [J] | 885 467 787 20.6 408 454 394 328 828 421 916 613 217 807 337 598 00 234 394/ 489
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Ours 90.4 525 752 182 41.8 439 38.6 344 825 40.0 897 62.5 265 833 31.0 562 00 462 40.5| 502

Baseline 8§78 403 812 292 379 515 426 63.7 872 484 972 714 449 859 507 309 05 475 405 547
> IBN-Net! [J] | 885 449 83.6 353 383 S53.1 437 634 87.5 478 97.4 716 483 861 478 410 39 458 371/ 561
S RobustNetf [1] | 882 43.5 83.1 342 394 525 402 62.6 873 484 973 723 518 877 487 517 7.3 454 398/ 569
& MLDG [10] 88.0 39.0 829 36.6 403 S51.6 41.7 64.4 87.6 457 969 73.0 51.6 873 39.0 443 35 485 41.0| 559
S TSMLDG![11] | 86.1 457 792 314 39.9 522 444 61.8 842 38.5 88.1 68.8 492 866 31.0 31.8 53 427 353| 527

Ours 89.2 481 832 369 40.6 524 423 64.8 87.7 49.6 97.3 722 473 89.2 53.6 559 39 494 442| 583

Table 5. Source (G+S+I)—Target (C, B, M): Mean IoU(%) and per-class IoU(%) comparison of other state-of-the-art DG methods for
semantic segmentation. We re-implemented all methods using DeepLabV3+ with ResNet50 backbone. We re-implement other methods and

mark them with ¥.
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Baseline X 77.1 324 753 13.8 11.5 29.0 13.7 103 81.5 79.1 53.1 10.2 80.2 39.0 219 11.5 40.0
" CyCADAT [15] v 86.8 414 747 155 34 273 38 02 732 724 519 12.7 82.7 41.8 185 233 39.3
g, MDANT [16] v 80.6 344 739 159 19 229 0.1 0.0 73.6 589 484 122 78.8 36.8 142 23.7 36.0
§ MADANT [17] v 88.1 46.1 799 264 74 30.6 19.0 199 804 759 55.6 15.6 84.1 47.0 23.3 26.3 45.4
2 MADAN+[18] v 90.9 49.7 649 24.6 13.0 39.2 40.0 21.4 80.2 86.1 57.3 25.0 84.7 357 252 38.2 48.5
©  CLSS[19] v S ..o o 54.0
Ours X 87.4 4277 82.6 29.9 21.5 39.2 48.5 34.2 85.2 71.8 66.6 17.6 88.8 21.5 26.0 26.5 494
Baseline X 553 209 739 159 189 299 11.3 11.9 79.7 762 547 103 79.7 29.3 17.2 14.1 37.4
M CyCADAT [15] v 649 33.6 73.3 15.8 153 29.2 159 21.4 79.3 79.0 52.0 12.7 49.7 14.0 175 225 37.2
§ MDANT [16] v 576 312 535 65 06 203 00 0.0 73.0 61.7 409 98 604 292 103 15.6 29.4
A  MADANT [17] v 745 324 71.3 16.5 16.3 30.6 15.1 25.1 80.6 78.7 52.2 124 70.5 34.0 184 194 40.4
a MADAN+T[ 1 v 87.8 44.2 78.6 224 6.8 29.1 11.5 53 79.6 746 53.6 14.6 83.0 43.4 19.1 30.2 427
Ours X 845 398 69.7 9.0 26.3 36.1 43.3 31.3 735 87.1 59.2 25.5 819 6.6 383 15.2 45.5

Table 6. Source (G+S)—Target (C, B): Mean IoU(%) and per-class IoU(%) comparison of other multi-source UDA methods. The
segmentation models are all DeepLabV2 with ResNet101. Results with t are from [18].

sunny), the BDD 100K includes images acquired in various
weather conditions, time zones, and locations. To compare
the performance with regard to the variants of weather con-
ditions, in Fig. 5, we selected the images taken in snowy
or rainy weather conditions, and the baseline showed the
vulnerable performance to this change. The normalization-
based and vanilla meta-learning-based methods were also
sensitive to visual changes in the road or sky caused by snow
and rain. In contrast, our method predicted less damaged
maps and showed reasonably estimation results on roads,
sky, and vegetation regions. Fig. 6 shows the segmentation
results under illumination and time changes. In addition, Fig.
6 shows the prediction maps under object visual changes due
to the reflection of car glass, road slope, or unseen structures.

To sum up, our method showed more robust results with
respect to various visual changes existing in the real world
than other DG methods.

Finally, Fig. 7 and Fig. 8 show the segmentation results on
the Mapillary dataset. The Mapillary dataset contains images
acquired from various environments in Europe and Asia. Our
method showed more reasonable results than other methods
even when the viewpoint or scene structure changes in places
such as sidewalks, countryside, residential areas, and shoul-
der roads. Moreover, our method successfully predicted a
partially snowy or wet road and cloudy sky. Therefore, we
can describe that our memory-guided meta-learning method
effectively enhances the encoder features on various distri-
bution shifts.
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Figure 6. Source (G+S)—Target (B): [2/2] Qualitative comparison on the BDD100K dataset. All methods adopt DeepLabV3+ with
ResNet50. (Best viewed in color.)
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