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In this supplementary file, we first apply the proposed
dropout method to SwinIR [3], which is a transformer-
based SR backbone network. The experimental results
show dropout is also helpful for transformer-based SR net-
works. Second, we provide more results of using differ-
ent dropout probabilities and dropout positions under multi-
degradation setting. Then, we show some training curves
to illustrate that dropout does not change the convergence
trend. Finally, we show more qualitative results to show the
effectiveness of dropout.

A. Applying Dropout in SwinIR

SwinIR [3] is a newly proposed SR backbone network
using the transformer mechanism. This model achieves
state-of-the-art performance in many restoration tasks. We
also apply the dropout method to this model to demonstrate
that dropout is also helpful for transformer-based SR mod-
els.

We apply the dropout layer before the output convolu-
tional layer (from 64 channels to 3 channels, last-conv).
SwinIR also has this structure. We use the same training and
testing data as Real-SRResNet and Real-RRDB for Real-
SwinIR. The original setting of SwinIR that the ×4 model
is finetuned from the ×2 model needs a too long training
time. Therefore, we follow the reproduction [6] to train the
models from scratch and also show the results of 250K it-
eration just like this reproduction. Note that, we only train
the model with dropout (p = 0.5) to make a simple veri-
fication. This training setting and dropout probability may
not be the most appropriate for SwinIR but are enough to
illustrate dropout is also helpful.

The results are shown in Table A.1. When trained with
dropout, Real-SwinIR obtains better PNSR performance on
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most of the five datasets with the tested degradations. The
maximal improvement on PSNR is 0.46 dB.

B. Ablation Study on Dropout Positions and
Probabilities

We propose to apply channel-wise dropout before the
last convolution layer under multi-degradation in main ex-
periments. Beside, we also provide experiments on dif-
ferent dropout positions and probabilities under multi-
degradation.

Positions. We show the performance of Real-SRResNet
with different dropout positions in Table B.3. Most dropout
methods can improve the performance except half-part
and all-part methods. The last-conv method ob-
tains most of the best results (red text). So we chose
last-conv method in main paper. This position is a safe
and general choice, which can maintain the network capac-
ity and improve the generalization ability. Besides, this po-
sition can be easily applied to different network structures,
including Transformer, while Dropblock cannot. This sim-
ple and straightforward method can already lead to mean-
ingful and robust results.

Probabilities. We show the performance difference of us-
ing different dropout probabilities in Table A.2. The results
of Real-SRResNet with dropout probabilities from 10% to
90% are better than the results without dropout. We se-
lect p = 0.7 for Real-SRResNet and p = 0.5 for Real-
RRDB. Nevertheless, other dropout probabilities are also
useful. These results demonstrate that dropout methods can
improve the generalization ability of SR networks stably.



Models Set5 [1] Set14 [7] BSD100 [4] Manga109 [5] Urban100 [2]
clean blur clean blur clean blur clean blur clean blur

Real-SwinIR (p=0) 25.58 25.50 23.89 23.68 24.43 24.23 23.80 23.53 21.73 21.57
Real-SwinIR (p=0.5) 26.04 25.78 23.97 23.69 24.44 24.19 23.88 23.55 21.86 21.67
Improvement +0.46 +0.29 +0.08 +0.01 +0.01 -0.04 +0.08 +0.03 +0.12 +0.10

noise jepg noise jepg noise jepg noise jepg noise jepg
Real-SwinIR (p=0) 24.40 24.03 22.97 22.71 23.40 23.34 22.83 22.27 21.20 20.95
Real-SwinIR (p=0.5) 24.64 24.32 23.10 22.86 23.42 23.40 22.79 22.34 21.35 21.11
Improvement +0.24 +0.30 +0.13 +0.15 +0.03 +0.06 -0.03 +0.07 +0.15 +0.16

b+n b+j b+n b+j b+n b+j b+n b+j b+n b+j
Real-SwinIR (p=0) 23.64 23.67 22.48 22.43 22.94 23.08 22.11 21.72 20.71 20.59
Real-SwinIR (p=0.5) 23.80 23.84 22.59 22.54 22.89 23.10 22.01 21.77 20.77 20.71
Improvement +0.17 +0.17 +0.11 +0.11 -0.05 +0.02 -0.10 +0.04 +0.06 +0.12

n+j b+n+j n+j b+n+j n+j b+n+j n+j b+n+j n+j b+n+j
Real-SwinIR (p=0) 23.45 22.91 22.29 21.96 22.86 22.53 21.80 21.17 20.67 20.28
Real-SwinIR (p=0.5) 23.67 23.10 22.44 22.08 22.89 22.51 21.73 21.11 20.81 20.35
Improvement +0.22 +0.19 +0.14 +0.12 +0.03 -0.02 -0.07 -0.06 +0.14 +0.07

Table A.1. The PSNR (dB) results of Real-SwinIR with ×4. Each of two columns gives a test set with 8 types of degradations. We apply
bicubic, blur, noise and jpeg to generate the degradation, e.g. clean means only bicubic, noise means bicubic → noise, b+n+j means blur
→ bicubic → noise → jpeg.

Prob. p=0 p=0.1 p=0.3 p=0.5 p=0.7 p=0.9

Set1 22.15 22.31 22.35 22.51 22.57 22.31
Set2 20.82 20.85 20.88 20.97 20.94 20.64

Table A.2. The performance of using different dropout probabili-
ties for Real-SRResNet with ×4. Set1 is Manga109 with noise and
Set2 is Urban100 with noise (standard deviation is 20). Red/Blue
text: best/second-best PSNR (dB).

Figure C.1. Training curves of Real-SRResNet. The validation set
is Set5 [1] (clean).

Figure C.2. Training curves of Real-RRDB. The validation set is
Set5 [1] (clean).

Figure C.3. Training curves of Real-SwinIR. The validation set is
Set5 [1] (clean).

C. Training Curves of Models

Is the improvement in performance on account of
dropout changes the convergence characteristics of net-
works? We visualize the training curves of Real-
SRResNet (Figure C.1), Real-RRDB (Figure C.2) and
SwinIR(Figure C.3). As shown in Figure C.1,C.2 and C.3,
dropout does not change the convergence characteristics of
the networks. During the training process, a PSNR com-
parison of Set5 (clean) shows that the models (both SRRes-
Net, RRDB and SwinIR) with dropout consistently perform
better than the normal models. However, they have conver-
gence curves that are almost exactly the same.

D. More Qualitative Results

In this section, we provide additional qualitative results
on different degradations to clearly show the effectiveness
of dropout (see Figure D.4 to Figure D.11). Following the



Set5 Set14 BSD100 Manga109 Urban100
clean blur clean blur clean blur clean blur clean blur

Real-SRResNet (p=0) 24.89 24.76 23.24 23.04 23.89 23.67 22.97 22.59 21.23 21.06
last (p=0.7) 25.67 25.34 23.74 23.44 24.18 23.89 23.58 22.98 21.58 21.31
B4 (p=0.7) 25.68 24.93 23.95 23.40 24.25 23.74 23.49 22.61 21.66 21.08
B8 (p=0.7) 26.59 25.42 24.38 23.62 24.61 23.95 23.80 22.54 21.98 21.24
B12 (p=0.7) 26.78 25.59 24.44 23.70 24.64 24.00 23.81 22.54 22.04 21.28
B16 (p=0.7) 26.75 25.48 24.48 23.66 24.64 23.97 23.77 22.49 22.01 21.20
quarter (p=0.7) 25.10 24.66 23.22 22.87 23.64 23.32 22.77 22.07 21.04 20.74
half (p=0.7) 25.84 24.25 23.90 22.78 24.20 23.31 22.56 21.18 21.25 20.30
all (p=0.7) 25.82 24.24 23.89 22.77 24.19 23.31 22.56 21.18 21.24 20.30

noise jepg noise jepg noise jepg noise jepg noise jepg
Real-SRResNet (p=0) 23.75 23.70 22.51 22.31 23.01 23.03 22.15 21.75 20.82 20.59
last (p=0.7) 24.14 24.06 22.70 22.64 23.02 23.24 22.57 22.03 20.94 20.89
B4 (p=0.7) 24.00 24.05 22.73 22.84 22.93 23.36 22.35 21.92 20.83 20.96
B8 (p=0.7) 23.73 24.33 22.40 22.96 22.47 23.45 21.99 21.79 20.60 21.08
B12 (p=0.7) 23.91 24.38 22.52 22.98 22.61 23.47 22.11 21.76 20.70 21.12
B16 (p=0.7) 23.91 24.37 22.53 22.97 22.61 23.44 22.06 21.73 20.69 21.08
quarter (p=0.7) 22.97 23.50 21.71 22.15 21.90 22.85 21.47 21.09 20.06 20.43
half (p=0.7) 22.65 23.54 21.56 22.40 21.70 23.02 20.80 20.61 19.77 20.40
all (p=0.7) 22.64 23.53 21.56 22.40 21.69 23.02 20.79 20.60 19.77 20.40

b+n b+j b+n b+j b+n b+j b+n b+j b+n b+j
Real-SRResNet (p=0) 23.20 23.44 22.19 22.06 22.65 22.78 21.56 21.25 20.46 20.29
last (p=0.7) 23.47 23.69 22.26 22.38 22.60 22.97 21.81 21.45 20.47 20.53
B4 (p=0.7) 23.29 23.48 22.20 22.44 22.45 22.98 21.50 21.24 20.23 20.43
B8 (p=0.7) 22.84 23.57 21.73 22.46 21.92 23.00 20.96 20.95 19.88 20.43
B12 (p=0.7) 23.03 23.65 21.89 22.50 22.09 23.04 21.07 20.94 20.00 20.47
B16 (p=0.7) 23.01 23.59 21.88 22.46 22.09 23.00 21.05 20.92 19.98 20.42
quarter (p=0.7) 22.49 23.17 21.39 21.91 21.60 22.60 20.83 20.63 19.71 20.12
half (p=0.7) 21.76 22.71 20.86 21.75 21.17 22.49 19.84 19.83 19.08 19.70
all (p=0.7) 21.76 22.71 20.86 21.74 21.16 22.48 19.83 19.83 19.07 19.69

n+j b+n+j n+j b+n+j n+j b+n+j n+j b+n+j n+j b+n+j
Real-SRResNet (p=0) 23.17 22.75 22.01 21.74 22.67 22.39 21.37 20.82 20.41 20.09
last (p=0.7) 23.53 23.04 22.26 21.97 22.81 22.51 21.65 21.03 20.63 20.22
B4 (p=0.7) 23.50 22.95 22.39 21.98 22.85 22.46 21.42 20.79 20.61 20.09
B8 (p=0.7) 23.52 22.83 22.33 21.84 22.75 22.32 21.17 20.42 20.59 19.97
B12 (p=0.7) 23.59 22.91 22.37 21.90 22.79 22.37 21.22 20.47 20.64 20.03
B16 (p=0.7) 23.57 22.86 22.34 21.86 22.74 22.32 21.16 20.43 20.60 19.98
quarter (p=0.7) 22.97 22.68 21.85 21.64 22.46 22.21 20.77 20.33 20.21 19.89
half (p=0.7) 22.58 21.92 21.64 21.12 22.14 21.73 20.02 19.38 19.88 19.28
all (p=0.7) 22.58 21.92 21.63 21.12 22.13 21.72 20.01 19.37 19.87 19.28

Table B.3. The PSNR (dB) results of Real-SRResNet with different dropout positions. Each of two columns gives a test set with 8 types
of degradations. We apply bicubic, blur, noise and jpeg to generate the degradation, e.g. clean means only bicubic, noise means bicubic →
noise, b+n+j means blur → bicubic → noise → jpeg. Red/Blue text: best/second-best PSNR (dB).

testing setting, we select Gaussian blur with kernel size
21 and standard deviation 2 (denoted by “Blur”), bicubic
downsampling (denoted by “Clean”), Gaussian noise with a
standard deviation 20 (denoted by “Noise”) and JPEG com-
pression with quality 50 (denoted by “JPEG”) as degrada-
tions to show the qualitative results. We also include com-
plex mixed degradations that are combined by the above
component. For these mixed degradations, we synthesize
them in the same order as the training method.
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GT LR (Clean)

Real-SRResNet

17.57 dB

Real-SRResNet w/

18.22 dB

Figure D.4. Visual results of “Clean”. We use “w/” to represent the model with dropout. (Zoom in for best view)



GT LR (Blur)

Real-RRDB

20.11 dB

Real-RRDB w/

21.78 dB

Figure D.5. Visual results of “Blur”. We use “w/” to represent the model with dropout. (Zoom in for best view)



GT LR (Noise)

Real-RRDB

19.92 dB

Real-RRDB w/

20.58 dB

Figure D.6. Visual results of “Noise”. We use “w/” to represent the model with dropout. (Zoom in for best view)



GT LR (JPEG)

Real-SRResNet

21.01 dB

Real-SRResNet w/

21.48 dB

Figure D.7. Visual results of “JPEG”. We use “w/” to represent the model with dropout. (Zoom in for best view)



GT LR (Blur+Noise)

Real-RRDB

23.29 dB

Real-RRDB w/

23.75 dB

Figure D.8. Visual results of “Blur+Noise”. We use “w/” to represent the model with dropout. (Zoom in for best view)



GT LR (Blur+JPEG)

Real-SRResNet

20.17 dB

Real-SRResNet w/

20.62 dB

Figure D.9. Visual results of “Blur+JPEG”. We use “w/” to represent the model with dropout. (Zoom in for best view)



GT LR (Noise+JPEG)

Real-SRResNet

18.59 dB

Real-SRResNet w/

19.26 dB

Figure D.10. Visual results of “Noise+JPEG”. We use “w/” to represent the model with dropout. (Zoom in for best view)



GT LR (Blur+Noise+JPEG)

Real-RRDB

19.18 dB

Real-RRDB w/

19.53 dB

Figure D.11. Visual results of “Blur+Noise+JPEG”. We use “w/” to represent the model with dropout. (Zoom in for best view)
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