Table A.1. The hyperparameters for implementing RQ-Transformer. We follow the same notation in the main paper. n. represents the
dimensionality of features in RQ-Transformer, and # heads represents the number of heads in self-attentions of RQ-Transformer.

Dataset Ngpatiat  Naepn  # params K T D n. Ne # heads T
LSUN-cat [12] 26 4 612M 16384 64 4 256 1280 20 0.5
LSUN-bedroom [12] 26 4 612M 16384 64 4 256 1280 20 0.5
LSUN-church [12] 24 4 370M 16384 64 4 256 1024 16 0.5
FFHQ [6] 24 4 370M 2048 64 4 256 1024 16 1.0
ImageNet [2] 12 4 480M 16384 12 4 256 1536 24 0.5
ImageNet [2] 24 4 821M 16384 64 4 256 1536 24 0.5
ImageNet [2] 42 6 1388M 16384 64 4 256 1536 24 0.5
ImageNet [2] 42 6 3822M 16384 64 4 256 2560 40 0.5
CC-3M [9] 24 4 654M 16384 95 4 256 1280 20 0.5

A. Implementation Details
A.1. Architecture of RQ-VAE

For the architecture of RQ-VAE, we follow the architecture of VQ-GAN [4] for a fair comparison. However, we add two
residual blocks with 512 channels each followed by a down-/up-sampling block to extract feature maps of resolution 8 x 8.

A.2. Architecture of RQ-Transformer

The RQ-Transformer, which consists of the spatial transformer and the depth transformer, adopts a stack of self-attention
blocks [1 1] for each compartment. In Table A.1, we include the detailed information of hyperparameters to implement our
RQ-Transformers. All RQ-Transformers in Table A.1 uses RQ-VAE with 8 x8x4 shape of codes. For CC-3M, the length
of text conditions is 32, and the last token in text conditions predicts the code at the first position of images. Thus, the total
sequence length (7") of RQ-Transformer is 95.

A.3. Training Details

For ImageNet, RQ-VAE is trained for 10 epochs with batch size 128. We use the Adam optimizer [7] with 5; = 0.5 and
B2 = 0.9, and learning rate is set 0.00004. The learning rate is linearly warmed up during the first 0.5 epoch. We do not
use learning rate decay, weight decaying, nor dropout. For the adversarial and perceptual loss, we follow the experimental
setting of VQ-GAN [4]. In particular, the weight for the adversarial loss is set 0.75 and the weight for the perceptual loss is
set 1.0. To increase the codebook usage of RQ-VAE, we use random restart of unused codes proposed in JukeBox [3]. For
LSUN-{cat, bedroom, church}, we use the pretrained RQ-VAE on ImageNet and finetune it for one epoch with 0.000004 of
learning rate. For FFHQ, we train RQ-VAE for 150 epochs of training data with 0.00004 of learning rate and five epochs of
warm-up. For CC-3M, we use the pretrained RQ-VAE on ImageNet without finetuning.

All RQ-Transformers are trained using the AdamW optimizer [8] with §; = 0.9 and S5 = 0.95. We use the cosine
learning rate schedule with 0.0005 of the initial learning rate. The RQ-Transformer is trained for 90, 200, 300 epochs for
LSUN-bedroom, -cat, and -church respectively. The weight decay is set 0.0001, and the batch size is 16 for FFHQ and 2048
for other datasets. In all experiments, the dropout rate of each self-attention block is set 0.1 except 0.3 for 3.8B parameters
of RQ-Transformer. We use eight NVIDIA A100 GPUs to train RQ-Transformer of 1.4B parameters, and four GPUs to train
RQ-Transformers of other sizes. The training time is <9 days for LSUN-cat, LSUN-bedroom, <4.5 days for ImageNet, and
CC-3M, and <1 day for LSUN-church and FFHQ. We use the early stopping at 39 epoch for the FFHQ dataset, considering
the overfitting of the RQ-Transformer due to the small scale of the dataset.

B. Additional Results of Generated Images by RQ-Transformer

B.1. Additional Examples of Unconditional Image Generation for LSUNs and FFHQ

We show the additional examples of unconditional image generation by RQ-VAEs trained on LSUN-
{cat, bedroom, church} and FFHQ. Figure A.1, A.2, A.3, and A.4 show the results of LSUN-cat, LSUN-bedroom LSUN-
church, and FFHQ, respectively. For the top-k (top-p) sampling, 512 (0.9), 8192 (0.85), 1400 (1.0), and 2048 (0.95) are used
respectively.



Table A.2. Results of coarse-to-fine approximation by the RQ-VAE with 8 x8x4 shape of M. Reconstruction 10ss Lrecon, coOmmitment loss
Lcommit, perceptual loss, and reconstruction FID (rFID) are measured on ImageNet validation data.

X ‘ Lrecon  Lcommit  Perceptual loss  rFID
G(zZW) | 0.018  0.12 0.12 100.86
G(Z@) | 0.014  0.10 0.090 22.74
G(Z®) | 0.012  0.091 0.075 7.66
G(ZW) | 0010  0.082 0.068 473

B.2. Nearest Neighbor Search of Generated Images for FFHQ

For the training of FFHQ, we use early stopping for RQ-Transformer when the validation loss is minimized, since RQ-
Transformer can memorize all training samples due to the small scale of FFHQ. Despite the use of early stopping, we further
examine whether our model memorizes the training samples or generates new images. To visualize the nearest neighbors in
the training images of FFHQ to generated images, we use a KD-tree [1], which is constructed by the VGG-16 features [10]
of training images. Figure A.5 shows that our model does not memorize the training data, but generates new face images for
unconditional sample generation of FFHQ.

B.3. Ablation Study on Soft Labeling and Stochastic Sampling

For 821M parameters of RQ-Transformer trained on ImageNet, RQ-Transformer achieves 14.06 of FID score when neither
stochastic sampling nor soft labeling is used. When stochastic sampling is applied to the training of RQ-Transformer, 13.24
of FID score is achieved. When only soft labeling is used without stochastic sampling, RQ-Transformer achieves 14.87
of FID score, and the performance worsens. However, when both stochastic sampling and soft labeling are used together,
RQ-Transformer achieves 13.11 of FID score, which is improved performance than baseline.

B.4. Additional Examples of Class-Conditioned Image Generation for ImageNet

We visualize the additional examples of class-conditional image generation by RQ-Transformer trained on ImageNet.
Figure A.6 and A.7 show the generated samples by RQ-Transformer with 1.4B parameters conditioned on a few selected
classes. Those images are sampled with top-k 512 and top-p 0.95.The (top-k, acceptance rate)s are (512, 0,5), (1024, 0.25),
and (2048, 0.05), and their corresponding FID scores are 7.08, 5.62, and 4.45. Figure A.8 shows the generated samples of
RQ-Transformer with 3.8B parameters using rejection sampling with (4098, 0.125).

B.5. Additional Examples of Text-Conditioned Image Generation for CC-3M

We visualize the additional examples of text-conditioned image generation by RQ-Transformer trained on CC-3M. Figure
A.9 shows the generated samples conditioned by various texts, which are unseen during training. Specifically, we manually
choose four pairs of sentences, which share visual content with different contexts and styles, to validate the compositional
generalization of our model. All images are sampled with top-k£ 1024 and top-p 0.9.

B.6. The Effects of Top-k & Top-p Sampling on FID Scores

In this section, we show the FID scores of the RQ-Transformer trained on ImageNet according to the choice of & and p for
top-k and top-p sampling, respectively. Figure A.10 and A.11 shows the FID scores of 821M and 1400M parameters of RQ-
Transformer according to different ks and ps. Although we report the global minimum FID score, the minimum FID score at
each k is not significantly deviating from the global minimum. For instance, the minimum FID attained by RQ-Transformer
with 1.4B parameters is 11.58 while the minimum for each & is at most 11.87. When the rejection sampling of generated
images is used to select high-quality images, Figure A.12 shows that higher top-k values are effective as the acceptance rate
decreases, since various and high-quality samples can be generated with higher top-k values. Finally, for the CC-3M dataset,
Figure A.13 shows the FID scores and CLIP similarity scores according to different top-k and top-p values.

C. Additional Results of Reconstruction Images by RQ-VAE
C.1. Coarse-to-Fine Approximation of Feature Maps by RQ-VAE

In this section, we further explain that RQ-VAE with depth D conducts the coarse-to-fine approximation of a feature map.
Table A.2 shows the reconstruction error Lyecon, the commitment loss Leommits and the perceptual loss [5], when RQ-VAE



uses the partial sum 7D of up to d code embeddings for the quantized feature map of an image. All three losses, which
are the reconstruction and perceptual loss of a reconstructed image, and the commitment loss L.ommit Of the feature map,
monotonically decrease as d increases. The results imply that RQ-VAE can precisely approximate the feature map of an
image, when RQ-VAE iteratively quantizes the feature map and its residuals. Figure A.14 also shows that the reconstructed
images contain more fine-grained information of the original images as d increases. Thus, the experimental results validate
that our RQ-VAE conducts the coarse-to-fine approximation, and RQ-Transformer can learn to generate the feature vector at
the next position in a coarse-to-fine manner.

We visualize the distribution of the code usage at each depth d over the norm of code embeddings in Figure A.15. Since
RQ conducts the coarse-to-fine approximation of a feature map, a smaller norm of code embeddings are used as d increases.
Moreover, the overlaps between the code usage distributions show that many codes are shared in different levels of depth d.
Thus, the shared codebook of RQ-VAE can maximize the utility of its codes.

C.2. The Effects of Adversarial and Perceptual Losses on Training of RQ-VAE

In Figure A.16, we visualize the reconstructed images by RQ-VAEs, which are trained without and with adversarial and
perceptual losses. When the adversarial and perceptual losses are not used (the second and third columns), the reconstructed
images are blurry, since the codebook is insufficient to include all information of local details in the original images. However,
despite the blurriness, note that RQ-VAE with D = 4 (the third column) much improves the quality of reconstructed images
than VQ-VAE (or RQ-VAE with D = 1, the second column).

Although the adversarial and perceptual losses are used to improve the quality of image reconstruction, RQ is still impor-
tant to generate high-quality reconstructed images with low distortion. When the adversarial and perceptual losses are used
in the training of RQ-VAE:s (the fourth and fifth columns), the reconstructed images are much clear and include fine-grained
details of the original images. However, the reconstructed images by VQ-VAE (or RQ-VAE with D = 1, the fourth column)
include the unrealistic artifacts and the high distortion of the original images. Contrastively, when RQ with D = 4 is used
to encode the information of the original images, the reconstructed images by RQ-VAE (the fifth column) are significantly
realistic and do not distort the visual information in the original images.

C.3. Using D Non-Shared Codebooks of Size D/K for RQ-VAE

As mentioned in Section 3.1.2, a single codebook C of size K is shared for every quantization depth D instead of D
non-shared codebooks of size D/K. When we replace the shared codebook of size 16,384 with four non-shared codebooks
of size 4,096, rFID of RQ-VAE increases from 4.73 to 5.73, since the non-shared codebooks can approximate at most
(K/ D)D clusters only. In fact, a shared codebook with K=4,096 has 5.94 of rFID, which is similar to 5.73 above. Thus, the
shared codebook is more effective to increase the quality of image reconstruction with limited codebook size than non-shared
codebooks.



Figure A.1. Additional examples of unconditional image generation by our model trained on LSUN-cat.



Figure A.2. Additional examples of unconditional image generation by our model trained on LSUN-bedroom.



Figure A.3. Additional examples of unconditional image generation by our model trained on LSUN-church.



Figure A.4. Additional examples of unconditional image generation by our model trained on FFHQ.



Figure A.5. Visualization of nearest neighbors in the FFHQ training samples to our generated samples. In each row, the first image is our
generation. The nearest neighbors to the first image are visualized according to the similarity of VGG-16 features in descending order.



Figure A.6. Additional examples of conditional image generation by 1.4B parameters of RQ-Transformer trained on ImageNet. Top: Tench
(0). Middle: Ostrich (9). Bottom: Bald eagle (22).



Figure A.7. Additional examples of conditional image generation by 1.4B parameters of RQ-Transformer trained on ImageNet. Top:
Lorikeet (90). Middle: Tibetan terrier (200). Bottom: Tiger beetle (300).
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Figure A.8. Additional examples of conditional image generation by 3.8B parameters of RQ-Transformer trained on ImageNet. The classes
of images in each line are tench (0), ostrich (9), bald eagle (22), lorikeet (90), tibetan terrier (200), tiger beetle (300), coffee pot (505),
space shuttle (812), and cheeseburger (933), respectively.
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Figure A.9. Additional examples of text-conditional image generation by our model trained on CC-3M. The text conditions are customized
prompts, which are unseen during the training of RQ-Transformer. All images are sampled with top-k 1024 and top-p 0.9.
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Figure A.10. FID of 50K generated samples of RQ-Transformer (821M) against the training and the validation split of ImageNet.
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Figure A.11. FID of 50K generated samples of RQ-Transformer (1.4B) against the training and the validation split of ImageNet.
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Figure A.12. FID of rejection-sampled 50K samples of RQ-Transformer (1.4B) against the training and the validation split of ImageNet.
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Figure A.13. FID and CLIP score of RQ-Transformer (654M) on CC-3M, evaluated against the validation set. Images are generated
conditioned on each sentence in the validation set.
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Figure A.14. Additional examples of coarse-to-fine approximation by RQ-VAE with the 8 X8 x4 code map. The first example in each row
is the original image, and the others are constructed from ZD as d increases.
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Figure A.15. The distribution of used codes at each quantization depth. The blue bar plot represents the code distribution according to the
norm of embeddings. ImageNet validation data is used.



Figure A.16. Reconstruction images by RQ-VAE with and without adversarial training. The first image in each row is the original image.
The second and third images are reconstructed images by RQ-VAE without adversarial training. The second image is reconstructed by
RQ-VAE using 8x8x 1 code map, and the third image is reconstructed by RQ-VAE using 8 x8x4 code map. The fourth and fifth images
are reconstructed images by RQ-VAE with adversarial training. The fourth images are reconstructed by 8x8x 1 code map, and the fifth
images are reconstructed by 8 x8 x4 code map,
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