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1. Qualitative results on smartphone photos

(a) Left image (b) Ground truth mask (c) Our disparity map

Figure 1. Our results on smartphone dataset. Foreground objects and areas in front of them are manually annotated as ground truth mask.
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(a) Left image (b) Ground truth mask (c) Our disparity map

Figure 2. Our results on smartphone dataset. Foreground objects and areas in front of them are manually annotated as ground truth mask.
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2. Qualitative comparison on Holopix50K

(a) Left image (b) STTR [4]

(c) LEAStereo [1] (d) GwcNet [2]

(e) HSMNet [6] (f) AANet [7]

(g) RAFT-Stereo [5] (h) Ours

Figure 3. Comparison of results from different methods on Holopix50K [3] dataset.
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(a) Left image (b) STTR [4]

(c) LEAStereo [1] (d) GwcNet [2]

(e) HSMNet [6] (f) AANet [7]

(g) RAFT-Stereo [5] (h) Ours

Figure 4. Comparison of results from different methods on Holopix50K [3] dataset.
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(a) Left image (b) STTR [4]

(c) LEAStereo [1] (d) GwcNet [2]

(e) HSMNet [6] (f) AANet [7]

(g) RAFT-Stereo [5] (h) Ours

Figure 5. Comparison of results from different methods on Holopix50K [3] dataset.
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(a) Left image (b) STTR [4]

(c) LEAStereo [1] (d) GwcNet [2]

(e) HSMNet [6] (f) AANet [7]

(g) RAFT-Stereo [5] (h) Ours

Figure 6. Comparison of results from different methods on Holopix50K [3] dataset.
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(a) Left image (b) STTR [4]

(c) LEAStereo [1] (d) GwcNet [2]

(e) HSMNet [6] (f) AANet [7]

(g) RAFT-Stereo [5] (h) Ours

Figure 7. Comparison of results from different methods on Holopix50K [3] dataset.
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(a) Left image (b) STTR [4]

(c) LEAStereo [1] (d) GwcNet [2]

(e) HSMNet [6] (f) AANet [7]

(g) RAFT-Stereo [5] (h) Ours

Figure 8. Comparison of results from different methods on Holopix50K [3] dataset.
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