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1. Meaning of Score-aware Detection Evalua-
tion Protocol

Detector Task AP(%)

CenterNet-Res18 FSOD 28.1
SIOD 25.1

CenterNet-Res101 FSOD 34.2
SIOD 27.8

Table 1. The changes of AP from FSOD to SIOD task with Center-
Net framework. The performance is evaluated on COCO2017-Val.

In this section, we dive into analyzing the defect of
COCO style evaluation protocol when it is applied to
SIOD task. We first evaluate the performance of detec-
tor trained on FSOD and SIOD task, respectively. As
shown in Table 1, it seems that the detector still performs
well on SIOD task, although only 40% instance annota-
tions are preserved compared with FSOD task. Actually,
the discriminative ability of two detectors (e.g. CenterNet-
Res18 trained on FSOD task or SIOD task) is still signif-
icantly different. We first visualize the detected bound-
ing boxes with score threshold 0.3, as shown in Fig. 1
column (a) and column (d). Few objects are detected
when the detector is trained on SIOD task. As we de-
crease the score threshold, an increasing number of boxes
are shown(e.g. SIOD(base)@S1 and SIOD(base)@S2). Ob-
viously, SIOD(base) can achieve comparable performance
with FSOD regardless of the score(confidence). Since of-
ficial COCO evaluation protocol determines a true match
without considering the predicted scores, a large number of
detected bounding boxes with low scores are recalled (sim-
ilar to Fig. 1 SIOD(base)@S1 ). In this way, it results in
illusory advances on SIOD task. In order to distinguish the
ability of scoring between two different detectors, we pro-
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pose a Score-aware Detection Evaluation Protocol, which
introduces a score constraint to the match rule of official
COCO evaluation protocol. In this way, we can measure
the performance of different detectors across different score
thresholds. Undoubtedly, a perfect detector is expected to
detect objects with high scores. The proposed evaluation
protocol exactly is capable to measure such ability.

2. Visualization for SPLG and PGCL

In this section, we try to visualize the pseudo labels
generated by the proposed Similarity-based Pseudo La-
bel Generating module (SPLG). Note that all of positions
with target values less than 1.0 are treated as penalty-
reduced backgrounds as shown in main manuscript Eq.(5).
We therefore visualize those high-quality positions which
have large similarity with reference instances. As shown
in Fig. 2 SPLG@S8, a large number of instances are as-
signed pseudo class labels correctly and some instances
(e.g. umbrellas and birds) are ignored. However, none of in-
stances have similarity with reference instances larger than
0.9 (SPLG@S9) . As for Pixel-level Group Contrastive
Learning (PGCL), we select top-m positions as positive
samples according to self-predicted scores. As shown in
Fig. 2 PGCL, most of positions located at the center of un-
labeled instances are selected and some instances are not
selected due to the limited sampling. PGCL tends to min-
imize the distance between positive pairs and push away
the negative pairs in embedding space, which undoubtedly
facilitates mining more unlabeled instances in SPLG mod-
ule. After integrated with PGCL, high-quality pseudo la-
bels are generated with SPLG module, as shown in Fig. 2
SPLG PGCL@S9. As an increasing number of unlabeled
instances are mined for training, the performance of the de-
tector is improved naturally.
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