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In this document, we supply some implementation de-
tails of our proposed Ada-CM and more experimental re-
sults to further verify the effectiveness of our method.

1. Implementation Details
We have described the implementation details for our

method in the main text. More details are provided in this
section. Firstly, note that the average probability distribu-
tion of two weakly-augmented versions is used as the basis
for pseudo-labeling. Therefore, for fairness in all experi-
ments, this strategy is applied to other SSL methods, in-
cluding FixMatch [4] and FlexMatch [7].
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Figure 1. Data distribution of different categories in the train-
ing set: (a) RAF-DB and (b) SFEW dataset. (SU=Surprise,
FE=Fear, DI=Disgust, HA=Happiness, SA=Sadness, AN=Anger
and NE=Neutral)

In addition, most semi-supervised learning (SSL) meth-
ods focus on the case of balanced labeled data distribution.
However, there is a fact that existing DFER datasets contain
some limited facial expressions (e.g., the fear in RAF-DB)
making the label distribution highly imbalanced (See Fig-
ure 1). Therefore, we will describe data details and list the
data distribution of labeled data in our experiments for fair
comparisons.

Table 1 shows the data distribution of different-class
labeled data, which is applied to RAF-DB and SFEW
datasets. For example, for the case of 100 labels, the la-
beled training set consists of 10 faces annotated with fear
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Table 1. Data distribution of labeled data.
Labels 100 400 1000 2000 4000
Fear 10 40 100 200 250

Others 15 60 150 300 625

and 15 faces annotated with other expressions (i.e., the other
six categories). In addition, since AffectNet is the largest
dataset, labeled samples are balanced in our experiments.

2. Ablation Study
Effect of different T0. T0 is the initial confidence mar-

gin for determining the level of confidence scores at the first
epoch. Moreover, considering that the confidence score is
not high enough at the early epoch, the initial margin is
also used to control the current margin, i.e. the margin is
no lower than the initial setting. Figure 2 shows the influ-
ence of different T0 ∈ {0.5, 0.6, 0.75, 0.8, 0.9, 0.95}C .
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Figure 2. Plots of ablation study on the initial margin T0. The
performance with the default setting is marked in red. The exper-
iments are conducted on RAF-DB with 400 labels, which is the
same as the ablation study in the main text.

3. More Comparisons with MarginMix
FERPlus [1] is extended from FER2013, providing a

set of new labels created by 10 crowd-sourced annotators.
It consists of 28,709 training images, 3,589 validation im-
ages and 3,589 testing images. Differently from RAF-DB



Table 2. Performance comparison with the state-of-the-art FixMatch [4] and FlexMatch [7] on RAF-DB, SFEW and CK+ using ResNet-18
(in %, mean ± standard deviation).

Method RAF-DB SFEW CK+
400 labels 2000 labels 100 labels 100 labels 4000 labels

Baseline 67.75±0.95 78.91±0.43 33.76±1.84 59.02±3.63 80.63±0.62

FixMatch [4] 73.36±1.59 81.27±0.27 38.90±1.90 73.62±1.78 84.18±0.99

FlexMatch [7] 73.42±0.18 81.41±0.29 40.14±1.41 75.24±1.96 84.38±0.49

Ada-CM 74.44±1.53 82.05±0.22 41.88±2.12 76.92±3.57 85.32±0.98

Table 3. Performance comparison with the state-of-the-art
MarginMix [3] on FERPlus using WideResNet-28-2 (in %, mean
± standard deviation).

Method Labeled samples
320 2000 4000

Baseline - 50.29 56.78
MeanTeacher [5] - 50.84 58.28

MixMatch [2] 45.60 58.35 70.91
MarginMix [3] 50.76 60.83 75.18

Ada-CM 54.61±2.17 73.17±1.05 79.49±0.40

and SFEW datasets, FERPlus consists of eight-class facial
expressions, including the facial expression of Contempt.
Since MarginMix [3] conducts experiments on FERPlus,
we also supplement the results for a fair comparison.

As shown in Table 3, our Ada-CM also outperforms
MarginMix [3] on FERPlus with a large margin, demon-
strating that our proposed method can effectively solve the
semi-supervised DFER problem.

4. More Comparisons with FlexMatch
In this work, we propose a novel adaptive confidence

margin (Ada-CM), which can adaptively leverage all un-
labeled facial expressions. To the best of our knowledge,
Dash [6] and FlexMatch [7] first investigate the dynamic
threshold for SSL. Among them, FlexMatch [7] considers
class-related dynamic thresholds, which is closely related
to our method. The effectiveness of our proposed adaptive
confidence margin has been proved (see the Ablation Study
in the main text), i.e., our Ada-CM without the contrastive
objective can surpass FlexMatch. Here, we focus on the
comparison between FlexMatch and our whole method.

Specifically, we conduct experiments on RAF-DB and
SFEW datasets and the cross-dataset evaluation on CK+
with fewer labeled data. Table 2 shows the comparison of
the baseline, FixMatch, FlexMatch and our Ada-CM. It is
clear that fully leveraging all unlabeled data, our method
can achieve better recognition performance.
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