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1. Failure cases

Fig. 1 shows some failure cases of our method. The pre-
dictive error occurs due to the color mutation within one
object region or the color similarity between two seman-
tic objects. Since our approach partially relies on the low-
level color prior to generate the pseudo labels, so it may
make wrong predictions under point-wise supervision. For-
tunately, the predictive error can be reduced by introducing
more complete annotations (i.e., scribble annotation).

2. Computational costs

The proposed method can be plugged into most exist-
ing semantic segmentation frameworks. During inference
time, the auxiliary branch is removed to avoid extra mem-
ory costs. During training, the GPU loads on Pascal VOC
2012 dataset are reported in Tab. 1. The DeeplabV3+ and
the LTF [3] are selected as the baselines. The resolution of
the input image is 512 x 512 and the batch size is 16. Lever-
aging the low-level information almost introduces no extra
memory cost. Overall, introducing both low-level and high-
level information requires 1.93 and 1.78 GB GPU loads for
DeeplabV3+ and LTF models, respectively.

3. Visualizations of block-supervised settings

We synthesize the block-wise annotations for ADE20k
[4] and Cityscapes [1] datasets. Given the full annotations
of the image, we discard the annotations from the seman-
tic boundary to the interior region until the ratio of the rest
annotations reaches the preset threshold. The block-wise
annotations are generated at 3 levels, including 10%, 20%,
and 50% of full annotations. The visualizations of block-
wise annotation for the two datasets are respectively illus-
trated in Fig. 2 and Fig. 3. Moreover, qualitative results of
our method on the ADE20k and the Cityscapes datasets are
illustrated in Fig. 4 and Fig. 5, respectively. Here, HRNet
is selected as the segmentation model. The proposed ap-
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Figure 1. Failure cases of the proposed method on Pascal VOC
2012 dataset [2]. (a) input image. (b) ground truth. (c) result with
point-wise supervision. (d) result with scribble-wise supervision.

Low-level High-level ‘ DeeplabV3+ LTF
32.85 46.65

v 32.86 (+0.01) 46.67 (+0.02)

v v 34.78 (+1.93) 48.43 (+1.78)

Table 1. The memory cost (GB) during training, leveraging vari-
ous levels of structural information.

proach can be used to train the segmentation model with
the annotations of different sparsity.
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ratio 10% ratio 20% ratio 50% ground truth
Figure 2. The block-wise annotations for ADE20k dataset.

image ratio 10% ratio 20% ratio 50% ground truth
Figure 3. The block-wise annotations for Cityscapes dataset.

image ratio 10% ratio 20% ratio 50%
Figure 4. Qualitative results for the proposed TEL on ADE20k dataset.

e 0 ¢ v -0 %8 —t—1 4

@nte TS ed X = st IS T 3%

ratio 10% ratio 20% ratio 50% ground truth
Figure 5. Qualitative results for the proposed TEL on Cityscapes dataset.



