1. Overview

We provide the supplementary results for our main paper, which are organized as follows. Section 2 introduces more training details not mentioned in the original paper. In Section 3, we provide more ablation analysis on the number of permutation-invariant features \( L \) (i.e., Eq.(12) in the main paper) and the temperature hyperparameter \( \tau \) in the similarity calculation (i.e., Eq.(2) in the main paper). In Section 4, we provide the comparison between the proposed SWEM and STCN [1] on both efficiency and performance with a commonly used GPU, NVIDIA GTX 1080ti. We also report SWEM performance on YouTube-VOS 2019 validation set in Section 5. In Section 6, we analyze the effect of training with different datasets. Finally, we provide qualitative results in Section 7.

2. More Training Details

We set channel dimension as \( C = 128 \) for the Key and \( C' = 512 \) for the Value feature, which are the same as those in STM [9]. We first train SWEM on image datasets for 500k iterations, including COCO [7], MSRA10K [2], ECSSD [13], PASCOL-S [6] and PASCOL-VOC2012 [5], and then on video datasets for 200k iterations, including DAVIS [11], and the YouTube-VOS [14]. When using a single NVIDIA V100 GPU, the image training process takes about 2 days while the video training process needs about 1 day. Following STM and STCN [1], we sample video clips using an 11-times (3471 v.s 300) higher probability for YouTube-VOS than DAVIS 2017 training set. Our SWEM takes about 8GB GPU memory with batch size 4, which reveals its memory-efficient during training and testing.

3. More ablation analysis

The number of permutation-invariant features \( L \). Recall that we introduced a permutation-invariant operation to take advantage of affinities between pixels in the current frame and memory features in Section 4.3 of the main paper. The calculation of affinity features is detailed as Eq.(12) in the main paper, which is repeated as:

\[
S_{nl}^{(t)} = \frac{\sum_{j \in \text{topl}({K}_{n}^{fg,(t)}{K}_{nj}^{fg,(t)})} K_{nj}^{fg,(t)}}{\sum_{j \in \text{topl}({K}_{n}^{fg,(t)}{K}_{nj}^{fg,(t)})} K_{nj}^{fg,(t)} + \sum_{j \in \text{topl}({K}_{n}^{bg,(t)}{K}_{nj}^{bg,(t)})} K_{nj}^{bg,(t)}},
\]

where \( l = 1, 2, \ldots, L \), \( L \leq K \), and \( K \) is the number of foreground or background base features.

Define \( K^{fg} \) and \( K^{bg} \) are affinity matrices between frame features and foreground-background base features. Then the permutation-invariant features with \( L \) channels can be
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Table 1. Ablation study on the number of permutation-invariant features $L$.

calculated with Algorithm 1 in PyTorch [10] style. $L$ is a hyperparameter to control the number of segmentation clues channels and the computation complexity. Table 1 shows the results when setting $L$ as 8, 16, 32, 64 and 128 separately. The segmentation performance is robust to various $L$ except $L=8$, which brings a significant performance reduction. When increasing $L$ from 64 to 128, the inference speed is dropped by 3.4 FPS while the performance is not improved.

The temperature hyperparameter $\tau$. The similarity in this work is calculated by:

$$K(a, b) = \exp\left(\frac{a^T b}{\|a\| \cdot \|b\|}\right),$$

where the temperature hyperparameter $\tau$ controls the range of similarity measures. Table 2 reports the segmentation performance on the DAIS 2016 and DAIS 2017 validation sets with different $\tau$. The segmentation performance is sensitive to $\tau$. Too large or too small $\tau$ are both not appropriate, especially the large one. The overall $\mathcal{J} \& \mathcal{F}$ on the DAIS 2017 validation set is dropped from 81.9 to 66.7 when changing $\tau$ from 0.05 to 1. As contrast, $\tau = 0.1$ and $\tau = 0.05 0.05$ is able to achieve satisfying results.

4. Efficiency comparison with STCN

STCN [1] achieves state-of-the-art performance while maintaining an acceptable inference speed (26 FPS with an NVIDIA V100 GPU). However, Similar to STM [9], STCN still stores template features every T frames endlessly. We compare the efficiency between STCN and proposed SWEM with an NVIDIA GTX 1080ti GPU, which is a cheap and commonly used platform.

Figure 1 shows the per-frame inference time and memory capacity of STCN and SWEM in a single-object segmentation scenario. It clearly reflects the negative effects of growing memory features on the efficiency and storage during the long-term segmentation. Compared to STCN, our

Table 2. Ablation study on the number of permutation-invariant features $L$.

<table>
<thead>
<tr>
<th>$L$</th>
<th>FPS</th>
<th>DAVIS 2016 val</th>
<th>DAVIS 2017 val</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>$\mathcal{J} &amp; \mathcal{F}$</td>
<td>$\mathcal{J}_M$</td>
</tr>
<tr>
<td>8</td>
<td>40.8</td>
<td>88.5</td>
<td>87.5</td>
</tr>
<tr>
<td>16</td>
<td>39.1</td>
<td>89.5</td>
<td>88.6</td>
</tr>
<tr>
<td>32</td>
<td>37.5</td>
<td>89.6</td>
<td>88.8</td>
</tr>
<tr>
<td>64</td>
<td>36.4</td>
<td>89.5</td>
<td>88.6</td>
</tr>
<tr>
<td>128</td>
<td>33.0</td>
<td>89.6</td>
<td>88.6</td>
</tr>
</tbody>
</table>

Figure 2. The comparison between STCN and proposed SWEM on per-frame inference time and number of stored features in a single-object segmentation scenario. SWEM has a fixed size of memory features and stable inference time. Methods are evaluated with an NVIDIA GTX 1080ti GPU.
SWEM stores far fewer memory features and has a stable inference time cost.

Figure 2 shows the efficiency and performance comparison between STCN and SWEM in a multi-object segmentation scenario. The area of the circle represents the number of per-frame per-object memory features. We also set different memory interval ($T=5, 10, 15, 30, +\infty$) for STCN. When $T = 10$, STCN gets a similar inference speed and performance with SWEM, but with much more memory features. When $T = 15$, the performance has a significant drop. If STCN only stores features of the first frame ($T = +\infty$), the overall performance is dropped from 85.4 to 74.1.

The above results demonstrate the superiority of SWEM in terms of efficiency and performance with common hardware.

5. Comparisons on YouTube-VOS 2019

To further evaluate the effectiveness of our method, we also carry out experiments on the YouTube-VOS 2019 dataset. Note that the YouTube-VOS 2019 validation set contains 507 videos, while the 2018 version has 474 videos. Specifically, our SWEM is trained on the YouTube-VOS 2019 training set and evaluated on the validation set through the official evaluation server. We compare SWEM with recent state-of-the-art methods in Table 4, including transformer-based methods SSVOS [3], JOINT [8] and AOT [15]. SWEM achieves the 82.6% overall score while maintaining the real-time inference speed.

6. Impact of Training Data

Table 3 presents the performance of various models on DAVIS 2016 and DAVIS 2017 validation sets with different training datasets. It can be seen that both pre-training on image data and using additional YouTube-VOS video data can boost performance. Note that our SWEM trained only on DAVIS data outperforms STM [9] and STCN [1] under the same setting with a large margin. Furthermore, STM [9] obtains 48.6% $J$ & $F$ on DAVIS 2017 validation set when it is trained only with DAVIS data. Authors claim it is due to the high risk of over-fitting on small datasets. However, STCN gets a much higher overall performance 71.2% $J$ & $F$ than STM. We argue the reason for this performance gap is that the features involved in matching in STM come from different feature spaces, whereas those features in STCN and SWEM are from the same feature spaces. Moreover, the direct usage of affinity features also accelerates the convergence of SWEM. SWEM gets similar performance with STCN when adopting additional YouTube-VOS video data or image data. It is worth noting that SWEM stores fixed-size (512) memory features which are much fewer than those in STCN. As an inference, a single frame with a size $480 \times 864$ produces 1,620 features.

7. Qualitative Results

We further provide the qualitative comparison between STM [9] and our SWEM on the validation set of the DAVIS 2017 and YouTube-VOS in Figure 3, which demonstrates the superiority of our SWEM.
Figure 3. The qualitative comparison between STM [9] and our SWEM on the DAVIS 2017 and YouTube-VOS. The obvious failure segmentation is indicated by yellow bounding boxes. Our SWEM is robust with rapid motion and similar distractors.
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