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1. Appendix
1.1. ResNet18 on ImageNet

We have shown the experimental results of ResNetl§,
which consists of a convolutional layer followed by 8
ResNet basic blocks. The results are shown in Table 1.
DQNet can achieve 0.42% and 0.52% average top-1 accu-
racy gain over DoReFa and PACT.

Table 1. Comparison on the performance of proposed DQNet with
PACT and DoReFa of ResNet18 on ImageNet dataset.

Method Bit Bit-FLOPs(G) Top-1 Accuracy(%) 100%

DoReFa 3 15.25 67.5 90%
DoReFa 4 27.11 68.1 80%
DoReFa 5 42.35 68.4 70%
Average - 28.24 68.00 60%
DoReFa | ~3 mp 15.31 67.92 50%
DoReFa | ~4 mp 27.19 68.41 40%
DoReFa | ~5 wmp 42.68 68.94 30%
Average 28.39 68.42 20%

PACT 15.25 63.1 lgj
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PACT > 42.35 69.8 W2bit W3bit ®4bit
Average - 28.24 69.03
PACT ~3 MP 15.36 68.49 Figure 1. The bit-width distribution of each layer in ResNet-20 on
PACT ~4 mp 27.18 69.76 CIFAR-10 dataset.
PACT ~5 MP 42.49 70.40
Average - 28.34 69.55

1.2. Effectiveness of bit-controller

We have shown the detailed bit-widths distribution of
each layer for ResNet-20 on the validation set of CIFAR-10
in Figure 1. It is obvious that the bit controller produces var-
ious bit-widths for different samples, which demonstrates
the effectiveness of the proposed bit-controller.



