
1. Appendix

The detailed networks architecture for the pre-training

network, font generation network and discriminator net-

work are demonstrated as in Table 1,2, and 3 respectively.

In order to demonstrate the high success rate of our

method for few-shot font generation, We generated the

glyph images in 30 unseen style domains for a famous Chi-

nese poem (consisting of 28 characters) by using only one

reference glyph: see Figure 1.

Additionally, we demonstrate the complete set of glyph

images for all 3,000 commonly-used Chinese characters in

an unseen style domain by providing only one reference

glyph to our model: see Figure 2, 3, 4, 5, 6.

The source codes are provided as a separate folder in the

supplementary materials. Due to size limit, we are not able

to provide pre-trained models. We suggest following the

instructions to reproduce the experimental results.



Modules Target Operation Components Input shape Output shape

Encoder

Input Embedding
Image

Convolution Pad, Conv, Norm, Activation (3, 256, 256) (128, 256, 256)

Convolution Pad, Conv, Norm, Activation (128, 256, 256) (256, 128, 128)

Convolution Pad, Conv, Norm, Activation (256, 128, 128) (512, 64, 64)

Convolution Pad, Conv, Norm, Activation (512, 64, 64) (512, 32, 32)

Convolution Pad, Conv, Norm, Activation (512, 32, 32) (512, 16, 16)

Convolution Pad, Conv, Norm, Activation (512, 16, 16) (512, 8, 8)

Embedding reshape/position/modality (512, 64) (64,512)

Stroke Embedding label/Position/modality (30) (30,512)

Single Modality
Image 5×Bert Self-Attention, Feed-Forward (64, 512) (30,512)

Stroke 9×Bert Self-Attention, Feed-Forward (30,512) (30,512)

Cross Modalilty Both 5×Bert Cross attention, self attention (30,512) (64,512)

Decoder

Transpose Conv Image Trans Conv Norm, Conv, Activation (512,8,8) (512,32,32)

Transpose Conv Image Trans Conv Norm, Conv, Activation (512,32,32) (512,64,64)

Transpose Conv Image Trans Conv Norm, Conv, Activation (512,64,64) (256,128,128)

Transpose Conv Image Trans Conv Norm, Conv, Activation (256,128,128) (128,256,256)

Transpose Conv Image Trans Conv Norm, Conv, Activation (128,256,256) (3,256,256)

Linear Modules Stroke Full Connect Full Connect, norm, ReLU (30,512) (30,30)

Table 1. Network architecture for the pre-training network (including the cross-modality encoder).

Modules Target Operation Components Input shape Output shape

Encoder

Input Embedding
Image

Convolution Pad, Conv, Norm, Activation (3, 256, 256) (128, 256, 256)

Convolution Pad, Conv, Norm, Activation (128, 256, 256) (256, 128, 128)

Convolution Pad, Conv, Norm, Activation (256, 128, 128) (512, 64, 64)

Convolution Pad, Conv, Norm, Activation (512, 64, 64) (512, 32, 32)

Convolution Pad, Conv, Norm, Activation (512, 32, 32) (512, 16, 16)

Convolution Pad, Conv, Norm, Activation (512, 16, 16) (512, 8, 8)

Embedding reshape/Position/modality (512, 64) (64,512)

Stroke Embedding label/Position/modality (30) (30,512)

Single Modality
Image 5×Bert Self-Attention, Feed-Forward (64, 512) (30,512)

Stroke 9×Bert Self-Attention, Feed-Forward (30,512) (30,512)

Cross Modalilty Both 5×Bert Cross attention, self attention (30,512) (64,512)

Decouple Decouple Feature Image Convolution ECA resnet34 block (512,8,8) (512,8,8)

Decoder AdaIN Resblock Image Convolution Norm, conv, activation (512,8,8) (3,256,256)

Table 2. Network architecture for the font generation network (including the cross-modality encoder).

Modules Target Operation Kernel Stride Input shape Output shape

Discriminator

Resblock Image Convolution 3 1 (64,256,256) (128,128,128)

Resblock Image Convolution 3 1 (128,128,128) (256,64,64)

Resblock Image Convolution 3 1 (256,64,64) (512,32,32)

Resblock Image Convolution 3 1 (512,32,32) (512,16,16)

Resblock Image Convolution 3 1 (512,16,16) (512,8,8)

Resblock Image Convolution 3 1 (512,8,8) (512,4,4)

Convolution Image Convolution 4 1 (512,4,4) (512,1,1)

Convolution Image Convolution 1 1 (512,1,1) (1,1,1)

Table 3. Network architecture for discriminator.



Figure 1. Few-shot font generation results for 30 different unseen style domains with our method. Note that the results are generated with

the same Chinese poem as the source and only one reference glyph in the target domain.



Figure 2. The complete set (Part I) of glyph images for 3000 commonly-used Chinese characters generated with our method by providing

only one glyph image as reference.



Figure 3. The complete set (Part II) of glyph images for 3000 commonly-used Chinese characters generated with our method by providing

only one glyph image as reference.



Figure 4. The complete set (Part III) of glyph images for 3000 commonly-used Chinese characters generated with our method by providing

only one glyph image as reference.



Figure 5. The complete set (Part IV) of glyph images for 3000 commonly-used Chinese characters generated with our method by providing

only one glyph image as reference.



Figure 6. The complete set (Part V) of glyph images for 3000 commonly-used Chinese characters generated with our method by providing

only one glyph image as reference.
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